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ABSTRACT

The program PHAZE‘(for' Parametric HAZard function Eétimation) performs statistical infer-
ence on a hazard function, based on reported failure times of components that are repaired and restored
to service. The inference includes parameter estimation, testing.of hypotheses, and checking of the
model assumptions, under a choice of parametric models. This user’s guide sketches only enough of the
theory so that PHAZE can be used, with a full presentation of the theory being given in a companion
report. A typical PHAZE session is described, The format of a data file is given, and all the PUAZE
commands are listed and explained. The program };as been verified and validated, and this work is
summarized. Finally, some of the technical details are given, of interest to statisticians and
programmers. An appendix shows an entire PHAZE session, both the user’s commands and the

program’s responses.

FIN No. A6383—Aging Components and Systems IV:

Risk Evaluation and Aging Phenomena
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SUMMARY

The program PHAZE (for Paramemc HAZard functlon Estlmanon) performs stausncal mfer-,
ence on a hazard function (also called a fa.xlure rate ‘or mtensnty functxon), based on reported failure
times of components that are repaired and n'zstorefi to service. Three parametric models are allowed,
the exponential, linear, and Weibull hazard models. The inference includes estimation (maximum
likelihood estimators and confidence regions) of the parameters and of the hazard function itself. testing

of hypotheses such as of increasing failure rate, and checking of the model assumptions.

This user’s guide sketches only enough of the theory so that PHAZE can be used, with a full
presentation of the theory being given in.a companion report. A typical PHAZE session is described.
This consists of an initial exploratory phase, in which the various model assumptions are checked. and
a final estimation phase, in which the maximum likelihood estimator and a confidence interval are
found for the hazard function at time(s) of interest. The format of a data file is given, with examples.
PHAZE is an interactive command-based program; all the PHAZE commands are therefore listed and

explained.

The program has been verified and validated, and this work is summarized. Finally, some of
the technical details are given, of interest to statisticians and programmers. An appendix shows an
entire PHAZE session, both the user’s commands and the program’s responses. This appendix

illustrates virtually all of the PHAZE commands, and the resulting output.
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User's Guide to PHAZE,
a Computer Program for Parametric Hazard Function Estimation

1. INTRODUCTION ... - . = = =%t

The program PHAZE carrres out Parametnc HAZard functxon Estrmatron. ba.sed on reported .
failure times of components that are reparred and r&tored to servrce It is an xnteractrve program »
intended for a personal computer, but adaptable to any computer that runs Fortran. The theor\
behind the method is presented in a compamon report Eshmatmg Hazard Functzons for Repazrable
Components (Atwood,’ 1990) That’ report referred to frorn now on as EHF is crted contmuallv in this

user’s guide. Fuller techmcal explanatxon of the methods mentioned here can be found in EHF

The outline of thrs guxde is as follows The data analysrs settxng is presented in Sectron l with
session. Section 2 describes the format for files that contain the fallure data, files that are read as '
inputs by PHAZE. Section 3 explains all the PHAZE commands. - Section 4 describes the work that
.was performed to verify and validate the correctness of PHAZE. Section 5 explains some of the
technical details of the algorithms and the program, thrs sectron |s intended only for statisticians and

programmers. Section 6 lists the references, and Appendrx A gwes the complete record of an example
PHAZE session.

1. l Fundamental Aasumptrons

P . . R v - e

ke

The concern is with the failure behavior of components. The failures are assumed to be
governed by a Poisson process with hazard funciron, or fazlurc rate, A(t) Here, t is time, typically -
measured 'from the component s mstallatlon The Poisson assumptron says that the probabrlm of a
failure in a short period (t 1+ At) asymptotlcally approaches A(i)At and fallure counts in non-‘
overlapping time intervals are mdependent It is asstmed that when a component falls, erther it is -
immediately reparred (made as good as old) and placed back in servrce, or else it is replaced by a new
component. Failures of distinct components are assumed to be mdependent The data to be anal\ zed

therefore consist of sequences ‘of failure” times of sxmxlar mdependent components

—y .



Data for a component are called fime censored if the component is observed for a fixed time
period, or plant records covering a fixed time period are examined, and the failure times are recorded.
The number of these failures is random.. Data are called failure censored if the component is kept in
service until a predetermined number of failures has occurred, at which time the component is removed
from service. In this case the number of failures is fixed, but the end of the observation period equals
the final failure time, and is random. The mathematical formulas used for statistical analysis differ
slightly for time censored and failure censored data. They are given in EHF, but need not concern a
user of PHAZE. To perform the analysis, however, PHAZE must know whether each component is
time censored or failure censored. Therefore, the data file must state whether a component was re-
placed at the time of its final observed failure. If so, PHAZE treats the component as failure censored.

and otherwise as time censored.

There are three parametric forms assumed by PHAZE for the hazard function A(¢). all of the
form A(2) = Agh(t;8). The three forms are:

A(1) = Agexp(F1) (exponential hazard model)
A(D) = X(1 4+ 8Y) (linear hazard model)

A(t) = Ag(t/15)P _ (Weibull hazard model)

In all three models, A, has units 1/time. In the exponential and linear models, 8 has units 1/time, so
that Gt is dimensionless. Under these models, A, is the value of the hazard function A(?) at time t = 0.
In the Weibull model £, is an arbitrary normalizing time, and 3 is dimensionless. Under this model, A,

is the value of A(1) at t = t,.

A typical PHAZE session consists of reading failure data from a file that was previously
prepared, selecting one of the above three models, and performing data analysis. Often the analyst
wants to decide whether X(1) is an increasing function, that is, whether failures tend to occur more
frequently as time goes on. This is done in PHAZE by constructing a confidence interval for 3, or by
testing whether 3 =0; the hazard function A(t) is increasing if 8 >0, is constant if =0, and is
decreasing if # < 0. In risk assessment {t is also useful to estimate A(t) at any time ¢t of interest; both
by a point estimate and by a confidence interval. This is done in PHAZE by assuming one of the three
models, estimating 8 and Aj, and obtaining the corresponding estimate of A(?). In order to perform

any of the above tasks, certain assumptions must be made; these assumptions should be checked
l)



against the data. The PHAZE commands, described in Sectlon 3, include commands for performing

these checks of the assumptions. - ST
" 1.2 - Full and Conditional Likelihood

" Before a typical data analysrs sessron can be dacrlbed the followmg two approaches must be
mentioned. Statistical 1nference is generally ba.sed on the lrkehhood whrch depends on the data and on
the parameter(s) Inference for ﬁ is of prlmary mterest ln many mvestlgatrons of A(i), because lt is 8
that determines whether A() i is 1ncreasrng It is well known, and shown in Sectron 3 of EHF that the
conditional likelihood can be used to perform lnference for ﬁ, whxle not assumrng that the components
necwsanly 'have a common value of '\o’ and wrthout estrmatmg '\o or the ’\o s. (The conditional likeli-
hood is defined as the probabllxty densxty of the nonreplacement farlure tlmes, gwen the farlure counts
for time censored components and grven the ﬁnal farlure trmes for fallure censored components The
full likelihood is this conditional llkehhood trmes the probabllnty of the fallure counts for tlme censorcd

components and the probabrllty densrty of the ﬁnal fallure times of the fallure censored components )

ol PR

Therefore the first exploratory analysis, used to verify assumptions of the model, should be
based on the condmonal lrkellhood _ Later, when both parameters must be estimated simultaneously to
produce an estimate of the hazard function () at various times 1, the full likelihood should be used.

1.3 Typical PHAZE Session .

A typical analysis proceeds as follows. First the raw data (such as plant maintenance records)
are read, mterpreted and encoded ina ﬁle that PHAZE can. read 'Then PHAZE is run to perform the
following steps. The caprtal letters in parentheses below are the PHAZE commands used to perform
each step. They are explained in Section 3:§‘,;b‘ut:are listed here to help guide a user who already has
some familiarity with PHAZE. For a fuiler treatment of any of the steps, see the explanations of the
corresponding commands.

(1)  Get and read a data file. (GD)
(@) ‘Construct’a cumulative failure plot to get a prehmmary graphlcal plcture of any trends o
" that maybepraent (QQ) '
'Steps (3) through (7) are exploratory, and therefore should be based on the condrtlonal lrkehhood

,v” P

‘and not iise ‘an assumptron ‘of bnvarrate asymptotrc normahty (FL, AN)

(3)' ‘ Investlgate ‘whether the components have | a common value of B If they do, conunue

5



(4)

(5)

(6)

(@)

" If they do not, try to find the reasons for the discrepancies, and consider splitting the data.

(CC B)

Investigate whether A(?) is increasing. That is, test 8 = 0 against the alternative J > 0.
As supplemental information, construct a confidence interval for 3, to see the range of
plausible values. If A(t) does not seem to be increasing, in some situations the analyst
would not be interested in continuing the study. (TE, CI B)

Test whether the assumed model form is adequate. If it appears adequate, continue.

If instead the data show statistically significant lack of fit to the assumed model, try

to understand the reasons, and use a different model. (KS, QQ)

Investigate whether the components have a common value of Ay. If they do, continue. If
they do not, try to find the reasons, and consider splitting the data. (CC L)

Generate a two-dimensional confidence region for (8, Ay), for comparison with the

confidence ellipse to be produced in Step (9). (CI +)

The remaining steps should be based on the full likelihood, and on the assumption that

(5, log:\o), the maximum likelihood estimator (MLE), has approximately a bivariate normal
distribution. (FL, AN) '

(8)
(9)

(10)

Find the MLE for (8, Ag). (ML +)

Invéstigate the adequacy of the normal approximation for the distribution of (3, log:\o).
(CI+)

Get the MLE and a confidence interval for A(t) at various values of {. If the normal
approximation is deemed adequate in Step (9), generate an approximate confidence

interval; otherwise generate a conservative one. (ML H, CI H, HF)

A sample PHAZE session, following the above outline, is given in Appendix A.

1.4 Terminology and Formats

The following terminology is used throughout the later explanations, because all input for

PHAZE is in free format. A separatfor is a blank, comma, or equal-sign. Free formal means the

following: Entries may appear anywhere on a line.

However, every floating point number must be

immediately followed by a separator, and every integer must be immediately followed by a non-

numeric character.

If successive character strings have a fixed length, they may optionally have

separators between them. A character string that does not have a fixed length must be followed by a

separator, and may not contain separators as part of the string.

4
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Tl

Commands and therr arguments may be entered in erther upper case or lower case letters The
only restriction is that two-letter commands must be entrrely upper case or entlrely lower case. Letter

arguments for a command do not have to be in the same case as the command

2. DATA FILES

A data ﬁle records farlure rnformatron that aroqe as follows Each component was mstalled or
placed in servrce, at la certam trme The observatron perrod durmg whrch any failures were recorded,
began on or after the mstallatlon trme, and contxnued untrl some, ﬁnal time. The final observation
time may srmply be when no more data were recorded (for trme censored data), - or rt may coincide
with a failure that rwulted in the component s bemg removed or replaced (in which case the data are

treated as failure censored.)

1

The farlure data are read from ASCII ﬁles, one ﬁle for each set of srmrlar components The file,
consists of 2 series ol' lmes, wrth each component correspondmg to one or, more lmes The numbers for
a component are in free format, but they must appear in a specrﬁed order. The elements that must be

present for any component are, in order:

1

Component name (up to 14 characters, without émbedded separators, not begmnmg wrth #)

Installation time (optional if times are dates and if installation date equals rmtral observation date: '
required otherwise) ‘ T o

Initial observation time

Final observation time

Number of failures in the observation period, an integer N = .~ -~

N failure times =~ . - . ; SR
The letter R (upper or lower case) if the component was removed or replaced-at the time of the l'mal
failure.. - ... J T . fLel

The times may be entered as dates, integers, or floating point numbers, but all the times in the
file must be of ‘the same form. . The form of the first time encountered in the file determines whether
the times will all be .interpreted as dates, .integers, .or floating point numbers. . ‘Dates are in-the

yymmdd format. For example 840329 means March 29, 1984. If the first time in the file'is an integer



> 500101, then all times are interpreted as dates (Jan. 1, 1950 or later). If it is a smaller integer, all
times are interpreted as integers. If it is a floating point number (that is, with a decimal point or in
scientific notation), all times are interpreted as floating point numbers. All times other than dates are

treated as if they are in units of hours. . .

Figure 1 shows an example of a data input file, using dates, with each line containing the
- elements listed above. For example, look at the third line. It says that the component MOV-1C was
installed on Dec. 1, 1972. [t was observed from Aug. 24, 1977, through October 1, 1987. During that
time there were two events recorded as failures, on April 23, 1983 and on March 4, 1987. Note that
three of the components were replaced as a result of their final failure; for those components, the final
failure date and the end of the observation period agree, and the final ‘R’ tells PHAZE that this is not

a coincidence.

If the inputs are dates, then the installation dates may be omitted. In that case. the installa-
tion date is set equal to the initial observation date. In any file, the syntax must be the same {or all

the components: either all have installation dates or none do.

A data record for a component may be continued on subsequent lines as follows. If fewer than
N failure times have been entered, the last failure time on the line should be followed by (optional
blanks and) a plus-sign. Then the next line will be interpreted as a continuation of the data for the
component. Any non-continuation line that begins with a # will be interpreted as a comment, and
ignored by PHAZE.

In Figure 1, note also that three of the component records are continued onto a second line, as
indicated by the final plus signs. The installation dates are given; if the installation dates had all been
equal to the beginning of observation, as they are in only a few cases, then all the installation dates
could have been omitted. The comment at the end of the file is identified by the symbol #. The

entries are arranged in neat columns for legibility, but this is not necessary.

Figure 2 shows an example data file with integer failure times., PHAZE treats the times as
integers rather than dates because the first time is less than 500101. Even though the installation time

equals the beginning of observation, the two numbers must both be entered.



MOV-1A 721201 770824 871001 1 810618

MOV-1B 721201 770824 871001 1 780706

NOV-1C 721201 -.770824 871001 "2 830423 870304

MOV-1D 721201 - © 770824 871001 7 830411 830520 840620 850814 860128 +
' o wooidTa0 o ge131 870804 o

MOV-1E . 721201 - 770824 800219 -~ 1800219 R~ = "

MOV-1E(R) 800220 800220 871001 3 810611 830313 870219

MOV-1F 721201 770824 820814 4 780605 810325 811001 820814 R

MOV-1F(R) 820815 820815 871001 1 850213 . = .

MOV-2A 730501, 770824 871001 - 4.781015 850626850628 851029

MOV-2B 730501, 770824 871001 5 800826 801104 821218 850620 861204

MOV-2C 730501 . 770824 830426 .2 811207 830426 r.

MOV-2C(R) 830427  830427,871001 1870226 . R

MOV-2D 730501 770824 871001 6 780407 800513 800602 821218 850620+

R STV N -860715 . . .
MOV-2E 730501 770824 800322 .0

fe s

MOV-2E(R) 800323 800323 871001 2 850620 850624 . . |
MOV-2F 730501 770824 871001 7 800509 821218 830424 830819 840412 +
850620 850626

# File used as example by Atwood (1990) '_ ) )
. . . R S IS DU S A T
Figure 1." Data file with times entered as dates

Compl 1 1 1000 5 212 414 605 883 912

Figure 2. -Data file with single component, integer failure times " " * -

LN

validation-1 0. 3. 4. 1 3.7
validation-2 0. 3. 5. 3 3.6667 4.3333 5. r

#Data for validation test of PHAZE, 2 components, 4 failures, 1 replacement

Figure 3. Data file with floating point failure times.

7



Figure 3 shows an example of a data input file with floating point failure times. The first time
entered, in this example 0., must contain a decimal point or be in scientific notation (0E0Q). The subse-
quent times are not required to have decimal points, but will be interpreted as floating point numbers.
For example, the entry 4. could have been entered as an integer 4 without changing the way that

PHAZE interprets the entry.

The exact times of failure are interpreted slightly differently, depending on whether the input
times are dates, integers, or floating point numbers. Suppose for example that the observation period
was from 850101 to 851231, i.e., from January 1, 1985, to December 31, 1985. In this case. the observa-
tion period is considered to be 365 days long (1985 was not a leap year). That is, the observation
period goes from the beginning of the day January 1 (just after midnight) to the end of the day Decem-
ber 31 (just before midnight). Likewise, the installation time is interpreted as the beginning of the
installation date. Failures are assumed to occur at the midpoint (noon) of the failure date: the only
exception to this is that replacement failures are counted as occurring at the end of the day, coinciding

with the end of the observation period.

When the inputs are integers, the times are interpreted similarly. In the example of Figure 2.
suppose for simplicity that the integers stand for hours. The installation time and the beginning of
observation are at the beginning of hour 1, the end of the observation period is at the end of hour 1000,
and the observation period lasts for 1000 hours (not for 1000 ~1 =999). The failure times are
assumed to be at the middle of the hour. Therefore, for example, the first failure occurs 211.5 hours

after the start of the observation period.

When the inputs are floating point numbers, the times are interpreted just as they are written.
In the example of Figure 3, the second component has an observation period that lasts 2 hours

(=5.~3.), and the first failure occurs 0.6667 hours after the start of the observation period.



3. PHAZE COMMANDS

3.1 Comma.nd Syntax

PHAZE has a command structure rather than a menu. structure. That is, there is a set of.
commands that the user must know. The program prompts the user for a command, executes this com-

mand, and then prompts the user for the next command. .

Most of the commands :consist of two-letters; only H and Q (for help and quit) consist of a
single letter. Some of the commands require arguments, either letters or numbers depending on the
command. Most of these ‘arguments can’be ‘entered 'on the command line. If they are not entered.

PHAZE will request them from the user. Input is in free format. -

The commands are listed in Table 1 and presented below in alphabetical order. ’I"hcq .
commands are written in BOLD CAPITALS and the arguments are wntten in dtalics. In each case. .
the command, with its possnble arguments, lS glven at the left and the command in Engllsh is gn en m‘
the center. The bold capital letters in the Engllsh name of the command highlight the mnemonic
relation to the PHAZE command. Values for the arguments must be substituted by the user. For _l
example, o .
ML parameter . . )
is the command to find the maximum likelihood"estimate '(MLE) of a.parameter to be specified. If the /.
user enters
mlb "’

MLB . L
it
or any other variety of the command, PHAZE will .i'mdmtheI MLE of B.

The commands CC, CI, and ML all take a parameter as an argument. With some restrictions
depending on the command, the parameter generally may take the values .
B for 8 |
Lford, . ...
-+ for both § and A,
H for the hazard function A(?). -

ToMvel eoaeny o e



Table 1. Summary of commands

Parameter

AN

CC parameter
CD

Cl parameter conf
DD

DU

FL

. GD filename
O class

HF time
HOF R timel time2
KS

LE

ML parameier
OU filename
PF

Q

QQ

SB wvalue

SD

SM model
SN time

ST

TE wvalue

#

*

Meaning

Toggle option to treat (3, log:\o) as having a bivariate
Asymptotically Normal distribution

Compare Components for parameter

Toggle option to Center Data, for linear hazard model

Find conf % Confidence Interval for parameter

Describe Data

DUmp values in storage, for code development only

Toggle option to use Full Likelihood

Get Data stored in filename

Show Help messages for a class of commands

Find  Hazard Function at time

Find Hazard Function in Range time! to time2

Kolmogorov-Smirnov test of the model

Toggle option to assume Ay’s Equal for all components

Find the Maximum Likelihood estimate (MLE) of parameter

Define QUtput file, filename, for echo of session

Toggle option to allow creation of Plot Files

. Quit

Calculate values for a Q-Q (quantile-quantile) plot
Set B, to value

See Data in concise display

Select Model model

Set Normalizing {, to time, for Weibull model
Show STatus

TEst 8 = value

Comment

For code development only

10



" Certain commands have as an argument the name of a ﬁle, when thls ﬁle 1s to be read or
written. The filename may contam dlsk and dlrectory 1nformat|on, and must contaln the DOS exten-

,,,,, A ran o

sion, 1f any.’ Examples could be a: \data\mov txt and \valves\chkval dat The ﬁlename ma\ be at
most 22 characters long Three ﬁlenames are reserved l'orr specxal meanmgs NONE HELP and QUIT )
in upper case or lower case. If a command is grven wrth the ﬁlename NONE no ﬁle 1s used (Thrs can '
be ‘used to turn off wrxtmg to an output ﬁle, or to cancel the search for an lnput ﬁle whlch cannot be'l
found for some reason) 'If the filename’ HELP rs entered PHAZE brxefly explams the need for a
filename, and the user’s possrble responses If the name QUIT is entered PHAZE stops etecutlng and

poeT e

returns control to DOS.

'+ '3.2”'General Concepts " C o ~

LA

' PHAZE ’sé’or’és the current envn{onmehtlThrs 'éﬁl'?lmnméih consists of »t'h'e'choi‘ces lls'ted' below.
In parentheses the initial value is shown, the value in effect at the start of the session. Also shown in
capital letters are the commands that directly’ affect that chorce
. the data set most recently read (no initial data set; GD)
. the selected model
- exponential, lmear, or Werbull hazard model (no initial model SM)
- components assumed to have common '\o or not (mmally no common Ags LE)
" . 'data centered or not, for lmear hazard model (mrtrally not centered CD)
-‘“value of normalxzmg to, for Wexbull hazard model (see SN for lmtral value, SN)
e ‘analysrsoptrons oame
- usé conditional likelihood or full lrkellhood (lmtrally condltronal FL)
- use bivariate asymptotic normality of (3, long) or not (mrtrally do not; AN)
. output options
- echo session to adisk file or not - (initially do not; OU)- g .
- allow writing of plot information to disk files or not (initially do not;'PF) = -

Teey ot et LU VLI ST S

PHAZE also stores a current value, denoted Bo» as the default value of 8. This default value is
used when A, is to be estimated by the MLE or by a conﬁdence mterval (An estlmate of Ao depends
on ‘the assumed value of .) This default ﬂo ‘also specrﬁes the hypothesrzed value for the commands' “
TE - (test whether’ B ﬁo), KS (perform a l\olmogorov-Smlrnov test of the assumed model,‘mth"‘

: : T TR . :



B = By), and QQ (generate a Q-Q plot for the assumed model, with 3 = 33). Whenever a data set.
model, or analysis option changes, the val;Je of B, is set to 0; the only exception is that changing ¢,
does not change the meaning of 3, and so does not cause §, to be reset. WWhenever the MLE 3 is
found, By is reset equal to B; most applications, such as finding the MLE of Ay, or checking the
goodness of fit of the model to the data, will be done when 8, = 3. The user may also set 35 manually
by the command SB. Sometimes the calculation of B, which results in resetting 3, is invisible to' the
user. For example, to compare components to see if they have a common value of 3, the MLE 3 must .
be found. Therefore the command CC B changes G, from its previous value to 3. Commands that
use B, will print the value used. To be sure in advance of the value of f;, use the command SB or
ML B.

Some of the commands are foggle commands, that is they turn a switch on or off. The switch
determines which of two possible options PHAZE uses. For example, PF is such a command. Each

time the command PF is entered, the plot-file switch changes, either from off to on or from on to off.

3.3 Commands

AN Toggle option to treat (3, log:\o) as having a bivariate

Asymptotically Normal distribution
This toggles the bivariate-asymptotic-normality s;witch on or off. If the switch is on, the confidence
region for (3, log),) is constructed to have an elliptical shape. If the switch is off, the region is based
on a confidence interval for 3, and a confidence interval for A, for each value in the confidence interval
for 8. The effect of AN on confidence regions is detailed in Table 2. The default value of the bivari-

ate-asymptotic-normality switch is off.

Turning on the bivariate-asymptotic-normality switch may reset other switches: The equal-
lambdas switch (command LE) will be turned on if it is off, and the full-likelihood switch (command

FL) will be turned on if it is off. These changes are announced to the user when they happen.

CC parameter Compare Components for parameter
The allowed parameter values are B, L, and +. This command compares the components to see if they
have a common value of 3 (when the parameter is B), or a common value of A, assuming a common

value of § (when the parameter is L). Using + as the parameter is equivalent to the calling CC B

12



Table 2. Effe'ct‘of switches on Cl gommaln(‘i‘

Ty

Parameter

Asymptotic-Normality Switch Off
Full-Likelihood Switch Off

(ﬁ’ ’\0)

A1)

' .Use asymptotic normality of conditional
" log-likelihood. . PR ST AN

. * Use exact distribution of :\0, assummg N
- B= 60.7 NOTE, this is done whether -~ E

** full-likelihood switch isonor off. "~ " "

Find confidence interval for' 8, then for ~

each B, in interval find confidenceé interval

- for'Ag. Use (1-—a/2) confidence intervals -

to get (1 — a) region, for example 95% '

‘intervals to get 90% 2-dimensional region.
il el

Find maximum and minimum values of

A(?) for (B,,4g) in 2-dimensional confidence |

- region, yielding conservative interval

for: ().

[T BN ool v
Asymptotic-Normality Switch On

Full-Likelihood Switch On

17 Use asymptotic normality of (B, loghy).
- get confidence interval from marginal

“distribution of f.

(R4

" Use asymptotic normality of (B, loghy),

get confidence interval from marginal

distribution of loghg. -

- Use "asy'nii)totic‘ bivariate normality of
(B, loghg) to get confidence ellipse for
(ﬂv lOg/\o)- .

ey ® )

Use approximate normality of log:\(l).

13



“followed by CC L. If the parameter is not specified, the value used is the one remembered from the

most recent use of CC, CI, or ML.

Figure 4 shows a sample print-out generated by the command CC B. It is explained here. For
this comparison it is not assumed that the components all have the same value of 3. Let ,31- denote J
for the jth component. The estimate of ﬂj is ﬁj; this MLE uses only the data from the jth component.
Similarly, let BJ-’ Lo and B; yp denote the lower and upper ends of a 95% confidence interval for 3 jo
based only on data from the jth component. Finally, suppose that all the components ezcept the jth
have a common value of 3, denoted by G_ j and estimated by the MLE 3. 5 The first page of Figure 4
shows, for each component, the numerical values of ([3,-, Lo B o ﬂj‘ up) and of B. 5 The second page of
Figure 4 shows the significance level, based on the difference ﬂj—ﬂ_]- and on the variance of ,:31 and
[3_1-. The exact method of calculation is explained in Section 6.1 of EHF, and in Section 5.2 of this
report. The significance level is the probability that 3 j and fi_j would be as far apart as actually
observed, if in fact all the components have the same 8. A small value indicates strong evidence that
the jth component has a different B from the other components. Finally the print-out shows a plotted
.95% confidence interval, enclosed by parentheses, with Bj shown by a star (x), and 3_1- shown by an I.
For several components in Figure 4, not all the symbols are shown. In these cases, one symbol was

printed over another symbol, thereby erasing it. The hierarchy is », I, ().

Although Figure 4 does not show this, there may be plots in which an interval continues off
the area shown; this is indicated at the end of the plotted portion by < or >. This occurs if a confi-
dence interval is infinite (as can happen with the linear hazard model). In such a case, the numerical
printout of the intervals, as illustrated in the first page of Figure 4, should make clear what has

happened.

At the bottom of Figure 4 is the overall MLE and the overall 95% confidence interval,
calculated under the assumption that all the components have a common 3. This is shown just as for
the individual components, except that B..j is now meaningless, and the significance level is not shown.
To get an overall significance level, we must recognize that some components will appear extreme from
" chance alone. This can be accounted for by using the Bonferroni inequality, discussed in many texts.

and by Alt (1982). In the present context, for any number c it says that
P( at least one of k significance levelsis <c¢) < ke

14



-> ccb

95.0% conf. intervals with MLEs for beta, by component and MLE vithout

comp.
MOV-14A
MOV-1B
MOV-1C
MOV-1D
MOV-1E
MOV-1E(R)
MOV-1F
MOV-1F(R)
MOV-24
MOV-2B
MOV-2C
MOV-2C(R)
MOV-2D -
MOV-2E
MOV-2E(R)
MOV-2F
OVERALL

(-1.10E-04;-1.
(-4.
(-1.
( 4.

85E-04,-1.
77E-05, 4.
06E-06, 3.

79E-05,"
32E204,

09E-05, °

90E-05,

not estimable

(-5.
(-6.
.67TE-04,-3.
(-2.

(-1

W =~ 0N

PN TN NN

41E"05 [} -4 .
39E-05, 1

04E-05, 1.

.35E-05, 9.
.7T1E-05, 7.
.88E-05, 1.
.47E-05,-4.

31E-07,

.88E-05,

35E-06,
67E-05,
12E-06,
48E-05,
91E-04,
86E-06,

not estimable
(-3.18E-05, 3.99E-05,
(-1.55E-05, 1.29E-05,
( 5.32E-07, 1.34E-05,

I8

N = No

ORI~ I X RS RSO )

48E-05)
.55E-05)
:08E-04)
.52E-05)

.32E-05)
.03E-04)
.59E-04)
.46E-05)
.20E-05)
.04E-04)
.82E-04)
.49E-05)

1.19E-04)
4.16E-05)

.62E-05)

Figure 4. Example output from CC B command. (Page 1 of 2)

[N

o N
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1.42E-05
1.54E-05

1.
8.57E-06

21E-05

.41E-05
.33E-05"
.35E-05
.30E-05
.40E-05
.29E-05
.28E-05
.T1E-05

.26E-05
.35E-05



Comparison of beta values

Component
MOV-1A
MOV-1B
MOvV-1C
MOV-1D
MOV-1E
MOV-1E(R)
MOV-1F
MOV-1F(R)
MOV-2A
MOV-2B
MOv-2C
MOV-2C(R)
MOV-2D
MOV-2E
MOV-2E(R)
MOV-2F

OVERALL

Signif
0.48
0.09
0.44
0.14

0.64
0.91
0.82
0.87
0.80
0.61
0.33
0.21

0.54
0.97

for components

95.07% Confidence Interval
(-=--nI-)

(m=~mmmmmmmeeeee -

----1)

(Te--)
Ix-)

(-In---)
()

(*)

Overall significance level for testing equality of betas = 1.00

Signif for jth component means estimated probability that

beta-hat(j) - beta-hat(others) is at least as extreme as observed

Overall significance level is P[at least one signif(j) <= observed min],

and is computed with Bonferroni inequality

Figure 4. (Page 2 of 2)
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The inequality is close to equality when kc is small. Therefore the overall significance level for testing
equality of the g j’s is the number of components having calculated significance levels times the
minimum significance level calculated for a component. ‘A small value of the attained overall signifi- '
cance level (say 0.05 or smaller) shows that there is strong evidence against the hypothesis that all the
components have the same value of 5. The approximate ovérall attained significance level in Figure 4
is 14 (the number of components having calculated significance levels) times 0.09 (the smallest signifi-
cance level attained), which is larger than 1.0. Therefore it is printed as 1.00 in Figure 4. This means

that there is no evidence against the assumption that all the components have the same value of 3.

oo

PHAZE uses ‘the Bonferrom multxpher k when lc> 3 t.hat. 1s, when three or more cdmponema .
have sxgmﬁcance levels prmted When l: 2 the smallest number for whlch a companson of compo- A
nents is possible, the Bonferroni multlplrer is not used and the overall sxgmﬁcance level reported is the
smaller significance level of the two. The reason for this is as follows:_ Normally, the significance level
for the first component is based on the difference Bl ﬁz, while the sngmﬁcance level for the second is
based on ﬁz—ﬁl. Therefore there isionly one significance level, corresponding to the difference, and
multiplying it by two would be incorrect. Normally the significance levels printed for the two
components are the same, although they can be calculated as different if one component has one failure
while the other has more, as exnl:ained in Section 5.2. ...
CD . Toggle optlon to Center Data, for linear hazard model
For the lmear hazard model trme can ‘be measured from any point, not only from the component’s
mstallatlon txme. A useful time to use as the origin is the center of the observation period, ¢, ;4
defined precxsely in Sectxon 5. 2 Thls causes the estimators. ﬂ and ’\o to be independent of each other, -
as explamed in Sectxon 4. 3 of EHF The CD command toggles the value of the center-data switch
between on and off If on, the data are centered If off the data are uncentered, and times are

measured from the component s installation. The default value is off.

¢ .
P
LA

In a future version of PHAZE, this command may be extended'tc CD wvalue. The input"for’
value will be a user-defined origin, from which all times are to be measured. ~The command ‘CD
without any argument-will work as before, centering the data at ¢ ;; if the data were previously -
uncentered, and uncentering the data if .they were previously centered at any value other than 0. The
command will then work for both the exponential and the linear hazard models. When this extension

is implefnen_ted, it will be shown in the output printed by the Help command.

B R : PRI



Cl parameter conf Find conf % Confidence Interval for parameter

The parameter may be B, L, +, or H. The confidence level conf may be any number between 0 and
100. If the parameter is B or L, then a confidence interval is found for 3 or Ay, respectively. If the
parameter is H, the command may be entered as

CI H conf time

PHAZE will read ¢, the value of time, or will prompt the user for ¢, and then will produce a confidence
interval for the hazard function A(?) at ¢ If the parameter is +, then a two-dimensional confidence
region is found for (8, Ap). This region is also plotted, with A, plotted on a logarithmic scale. If the
PF switch is on, the information for the two-dimensional region may be written to a disk file for later

analysis or plotting. If the arguments are not all specified, PHAZE will request them.

The form of all the confidence intervals and regions depends on whether the full-likelihood and
asymptotic-normality switches are turned on or off. The allowed combinations are shown in Table 2

with their effects.

The command CI + can be used to check the assumption that (3, log;\o) has approximately a
bivariate normal distribution. First use the conditional likelihood and no assumption of bivariate
asymptotic normality, and generate a two-dimensional confidence region. Then use the full likelihood
and the asymptotic normality assumption to generate a confidence ellipse. The bivariate normal
approximation appears adequate if the two confidence regions cover mostly the same territory, that is.
they overlap well, and if the conﬁder.me ellipse is not truncated by some theoretical limit. Figures 5
through 8, taken from EHF, illustrate the concept. Figures 5 and 6, based on the exponential and
Weibull hazard models, respectively, show very good agreement between the two regions, indicating
that the bivariate normal approximation is quite acceptable for those models and that data set. Figure
7 shows the two regions based on the linear model and uncentered data. The overlap is terrible, and
the ellipse is truncated at the theoretical lower bound for 3. Figure 8 shows the two regions based on
the linear model with centered data. The overlap is good, but the ellipse is truncated at the theoretical
upper bound for 4. These two pictures show that the bivarjate normal approximation is inadequate for

the linear model, whether the data are centered or not.

Such overlays are not printed directly by PHAZE; output disk files from PHAZE were used as
inputs for a graphics package, which printed Figures 5 through 8. In a future version of PHAZE, the
command CI may be extended to allow the parameter to be O. (The O stands for overlay.) The
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I |

1

6.00E-4

4.00E-4

B (1/h)

i

2.00E-4
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i
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Figure 7. 90% confidence regions for (3, Ag), based on linear hazard model, uncentered data
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command CI O conf will result in two calls of CI + conf, first with bivariate asymptotic normality
turned off, then with it turned on. The two resultmg confidence regions will be overlaid in a printer -,
plot on the terminal screen, 1nstead of only bemg prmted separately as they are now. When this -
change is 1mplemented the message prxnted by the Help command w1ll show this.

oD o Descnbe Data L N
This command generates summary statistics for the‘ current data set. For each component, PHAZE
prints the component’s name, the number of nonreplacement failures, the length of the observation,
period, the normalxzed mean of the nonreplacement fallure tlmes' whether the component was replaced
upon fallure at the end of the observat.ron penod and the component’s age at the start of the
observatlon penod The normallzed mean of the nonreplacement. fallure tlmes means the following.
Let t be a nonreplacement faxlure tlme, and let. % and 3 be the start and end of the observation -
period, respectively. Then the normalized replacement time is (t—so)/(.s1 —so) and the mean is the
arithmetic average of these terms. The output from PP..‘S brxefer than the output from SD, only one

i

line per component.

DU ) DUmp values in storage, for code development only
This command was used in the code development It. wrrtes values stored i jina multi-purpose common

block to the terminal. It is a command for programmers and debuggers only

FL Toggle optron to use Full Likelihood Co

When the full-likelihood sw1t.ch is on, the full lxkellhood is used for m‘axrmum llkelxhood estimation of
B and confidence intervals for 8. When it is off, the conditional likelihood is used for these estimates
of B. Estlmatlon of A, is always based on substlt.utmg the default S, into the full likelihood.  (The

meanmg of ﬁo is explamed in Sectlon 3 2. ) The lmtlal value of the full- llkelrhood switch is off.

| .The full and conditional likelihood are explained briefly in Section 1.2, and more thoroughly in
EHF. 'Th'e. conditional likelihood is appropriate when it is notcertain whether all the components have
the same }{alue of Aq, and when the primary interest of analysis is in 3. ., Therefore it is'appropriate * "
when .tl'xe‘,ns’er initially is trying to decide if.f.is positive, ‘and.is not sure if the components have a
common Ao or if the-model form is correct. The full likelihood is appropriate when’ B and Ay are to be

T SIS RN sl

used together to estimate the hazard function.
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GD filename Get Data stored in filename

This command causes PHAZE to find and read the specified file. If the filename is not given. PHAZE
will prompt the user for it. The file must be in the: format described in the Section 3. “Data Files for
Input.” The data file is checked for internal consistency in many ways, and the results are announced

to the user. If fatal errors are found, PHAZE will not use the file.

H class Show Help messages for a class of commands

This command causes PHAZE to write information that approximately fills a terminal screen. The
printed information is a list of certain comr;'xands, each with its possible arguments, and a briefl
explanation of the command. Use class D for commands that control Data or files, I for commands

that perform statistical Inference, and O for commands that set or show Options.

HOF time Find Hazard Function at time

This command produces the MLE and 90% confidence interval for the hazard function A(?), where ¢ is
the specified time. It is a short command to accomplish the same result as the sequence

ML H time

CI H 90 time

As mentioned for the CI command, the confidence intervals depend on the settings of certain switches.

as'shown in Table 2.

HF R timel time2 Find Hazard Function in Range timel to time2

This executes the command

HF ¢

for evenly spélced values of t in the range timel to time2. The default range is the total range of the
component observation periods, so that fimel equals the minimum observed age and time2 equals the
maximum observed age. If no times are entered on the command line, PHAZE reports the default
values, and lets the user select them or other values. The number of increments in the range defaults
to 20, but is controlled by the user. If the bivariate-asymptotic-normality switch (command AN) is on.
the distribution of the MLE A(t) is approximately lognormal. In this case the mean and the error
factor (defined as the 95th percentile divided by the median) of the distribution are also printed, for
each requested time ¢ in the range. If the PF switch is on, the user has the option of writing this infor-
mation to a disk file, so that the hazard function A(f) (MLE and 90% confidence interval, and the
median and error factor in the lognormal case) can be plotted as a function of { or used as inputs to

" other programs.



KS . . "iKolmogo'rou-Smirnov test of the model -

This performs a -Kolmogorov-Smirnov. test:of the hypothesis ‘that the data come from the ‘assumed
model, with § = . : This formal statistical test corresponds'to the informal graphical test gi\"en bx the
QQ command. Here 8 is as described in Section 3.1 “Command Syntax,” either the initial value of 0.
or the MLE B, or a value that the user has defined with the SB command. The test uses the
conditional distribution of:the data, ‘given ‘the ‘failure:counts and the final observation times for the
components. This conditional distribution depends only ‘on B, not on the (possibly different) values of
the Ay's; it is written out at the beginning of *Section76.3-of EHF. As discussed in EHF, when KS is
used to test the adequacy of the model form, setting fy'= B results in not rejecting the model often
enough, because the best fitting B, has been used; that is, - using the best fitting G, violates the
theoretical assumptions, and therefore ‘the true significance level is smaller than the printed signiﬁcance

level. On the other hand, no better method is known: - : S

. . !
Sl T [ - L

When B, =0, a second Kolmogorov-Smirnov test is also performed, of the hypothesis that all
the failures result from a Poisson process with constant failure rate. This hypothesis is true when all
the components have # =0 and a' common value ol' /\0, and the number of components bemg observ cd‘

is ‘the same at all times (that 1s, no components are mtroduced part wa.y through the obsenatxon _
period, and’ any component replacements are’perfo'rmed mstantaneously.) For thls hypothesxs. tlmes ‘,

are thought of in terms of the observation date, not i iri terms of the components ages

paes o ool - h') . s

N

As dlSCllSSCd in Sectxon 4 3 below, the sxgmﬁcance level calculated by PHAZE may be-inaccu--
rate by :1: 1% or more. ThlS means that the theoretlcal sxgmﬁcance level is not calculated accurately;..
tlus is not to be confused thh the above comment tha.t the a.ctual significance level is smaller than the

theoretical one. .

When the PF switch is turned on, the command KS offers the user the option of printing® "

re

output to a plot file. o R N

LE ' . "..» Toggle option to assume Ay’s-Equal for all components
If the equal-lambdas switch is on, the components are assumed to have a common ‘value of Ag- If the
switch is off, they are not assumed to necessarily have a common value of A" -The initial value is off." ~

Oy 0 .- : oL e
R B R L. PR [P o [Sd . M - .
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Turning off the equal-lambdas switch may reset other switches: The bivariate-asymptotic-
normality switch (command AN) will be turned off if it is on, and the full-likelihood switch (command
FL) will be turned off if it is on. Thus, turning off the equal-lambdas switch resets the analysis options

to their original values.

ML parameter Find the Maximum Likelihood estimate (MLE) of parameter

Here parameter may be B, L, +, or H, to obtain the MLE for 8, A4, the pair (8, Ag), or the hazard
function A(t), respectively. If the bive_zriate-ésymptotic-normality switch is turned on, via the AN com-
mand, then ML + produces not only the MLE for both parameters, but also the Fisher information
matrix and the asymptotic covariance matrix for (3, log;\o). The formulas used, and the resulting
MLEs, depend orll whether the full likelihood or the conditional likelihood is used, and whether the Ay's
are assumed to be equal or not. These options are controlled by the commands FL, AN, and LE. If

the parameter is not specified, the value used is the one remembered from the most recent use of CC.
CI, or ML.

OU filename Define QUtput file, filename, for echo of session
This command allows the user to echo the current session to a disk file, for later printing or for docu-
mentation. To change the output file from a current file to no disk output, enter OU and enter NONE

for the filename. Initially there is no disk output file,

PF ) Toggle option to allow creation of Plot Files

The commands CC, CI +, HF R, and QQ all produce output that could be plotted graphically. If the:
plot-file switch is turned on, PHAZE will ask the user if this output should be written to a disk file, for
possible later use by a graphics program. If the plot-file switch is turned off, PHAZE does not offer the
possibility of writing such a file. The initial value for the plot-file switch is off..

Q Quit

This command terminates the PHAZE session, and returns control to DOS.

QQ Calculate values for a Q-Q (quantile-quantile) plot

Q-Q plots are described in Section 6.3 of EHF and by Snee and Pfeifer (1983). A Q-Q plot provides a
graphical check of the correctness of the model, corresponding to the quantitative test of the KS
command. Figure 9, taken from EHF, shows an example of a Q-Q plot. The points fall approximately

on a straight line, indicating that the model fits the data well.
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The output from the command QQ consists of a list of the observed failure times. and a
corresponding list of the expected failure times under the assumed model with 3 = 3, These lists give
the z and y coordinates of the points in the Q-Q plot. Here 3, is as described in the Section 3.2, either
the initial value of 0, or the MLE 3, or a value that the user has defined with the SB command. The
expected failure times are calculated based on the conditional distribution, given the f:;ilure.counts and
the final observation times for the components. This conditional distribution depends only on J, not
on the (possibly different) values of the Ay’s. It is the same distribution that is tested by the command
KS.

When 35 =0, a second pair of lists of failure times is produced, based on the a§sumption that
all the failures result from a Poisson process with constant failure rate. This is assumption is true
when all the components have 3 =0 and a common value of Ay and when the number of components
being observed is the same at all times (that is, no components are introduced part way through the
observation period, and any component replacements are performed instantaneously.}) For this assump-
tion, times are thought of in terms of the observation date, not in terms of the components’ ages. Tlhis
Q-Q plot is equivalent to a cumulative failure plot, that is, a plot showing the total number of failures
that have occurred by any time. Under the assumption, the expected failure times are uniform over
the observation period. If they are plotted on the vertical axis, they have equal spaces between them.
To make a cumulative failure plot instead of a Q-Q plot, relabel the expected failure times as 1, 2, etc.

instead of as times.

When the plot-file switch (command PF) is turned on, the command QQ offers the user the

option of printing the lists to a plot file.

At present, the command QQ does not cause a Q-Q plot to be printed on the terminal screen:
it only prints a pair of lists for use by a graphics package. A Q-Q plot on the terminal screen may be
added to a future version of PHAZE. When this capability is .added, the command structure of QQ

will not change at all, only the form of the output.

SB wvalue Set g, to value
This command sets 3, to the specified number value. See the explanation of the use of 3, in Section

3.2. The number G is used by the commands CC L, CI L, KS, ML L, QQ, and TE.
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SD ) See Data in concise display

This command takes the current data set and’prints theé failure information for each component. with
all times measured from the component’s installation. " Dates are converted to elapsed hours. The
information printed consists of: ‘the component’s name, age at the ‘beginning and at the end of the -
observation period, the age at the time of each nonreplacement failure, the average of ‘these éges."'and"‘
the age at the component’s replacement if the component was replaced “upon failure’ at the end of the

observation period. This comm;md‘gives more output than-DD, because it lists the individual failure

[ R S - el

times. . S R 3

SM mode! Select Model model
The value entered for niodel must be E;'L, or ‘W, for the exponential, linear, of Weibull hazard model. -

[

There is no default.
SN time Set Normalizing #y to time, for Weibull model

This sets #, to the specified time. The default'value of ¢, is max r., the largest observation range of

i
any component, where the observation range'r- is defined ‘as the the end time of the observation period
for the jth component minus the starting time of the observation ‘period. A value for {; such as tm,d."

defined for the command CD in Section 5.2, restlts in'MLEs 3 and ’\0 that are less strongly correlated.
The SN command is meaningful only for the Weibull hazard model.

ST Show.STatus =~ ' & ol
This command causes PHAZE to show the status of the current environment, as defined in Section 3.2.
The current values of the da.t.a, the model and the analysis options are all shown. : The values of the

output options are shown if they are not the (write-nothing) defaults.

. , [N
N 3

TE wvalue TEst 8 = value

This performs a statistical test of the hYPothesls
Hy: B ="value ANt Comieed g

SLonoiigns - o o

against the one-sided alternative
Hy: B> value . )
To test for the presence of aglng 1) posmve), value should be entered as 0. If no number is entered for’ .
value, PHAZE uses the current value of ﬂo Note, thxs command does not reset ﬂo, regardless of the':_
number entered as value. Regardlws of the current value of the full hkelxhood swnch (command FL).
the test is based on the conditional hl\ehhood as explalned in Sectxon 5.2 below

'.' e, o : . 3
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A test result is shorthand for part of the information given by a confidence interval. The rela-
tion is that the test accepts the values that are in a confidence interval, and rejects all other values.
More precisely, a test rejects g, at the significance level a if 3y is not in a 100(1 — a)% confidence
interval. Two-sided tests correspond to two-sided confidence intervals. The one-sided test performed
by the command TE corresponds to a one-sided confidence interval (3,5, o). Therefore, as a supple-
ment to the command TE, it is helpful to construct a (two-sided) confidence interval for 3, with the

command CI B. This shows whether the range of plausible 3 is wide or narrow.

# Comment

Any line beginning with # is treated as a comment. It is ignored as a command, but is echoed to any
output file that was established by the OU command. If the terminal is being copied to the printer
(via Ctrl-PrintScreen), the comment will be printed there.

* - * For code development only

This character was used for testing the code. By changing the coding corresponding to the command =.

PHAZE can be directed to execute various commands. The present coding merely causes PHAZE to

read the next command, so » can be used for a comment line.

4. VERIFICATION AND VALIDATION

This section describes the work that was done to verify and validate the correctness of PHAZE.

4.1 Overview

ANSI/IEEE Std 730 (IEEE, 1984) states that software is logically produced in three steps:

. software requirements specification {SRS)
. software design
o code (in some computer language)

The SRS describes the requirements (functions, performances, design constraints, and attributes) of the
software and the external interfaces, while the software design specifies the algorithms, data bases,
internal-interfaces, etc. “Verification™ then means the ascertainment that the requirements of the SRS
are implemented in the software design, and that ‘the design is correctly implemented in the code.
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“Validation” means the demonstration that the code. when executed complies mth the requirements of

the SRS. o

*The SRS is that the program should read data and then carry out the methods given by EHF
to analyze the data. All results should be accurate to at least ‘two or three significant digits.

v,
SR N
TLno A

The software design was chosen for slmplicity as follows. The main program consists primarily
of a long series of if-then-else blocks, with each block correspondmg to one of the allowed commands.
When the user enters a command ‘the main program proceeds through ‘the senes “of blocks until it
locates the command,”at’ which point it calls the’ appropriate subprogram to’ execute the command
When the command has been executed, control passes to the top of the mam program, where the next
command is read. Whete possible, the subroutlnes were taken from exrstmg programs that had been
run successfully for years, or from published sources.”About 5% of the lrnes of code were obtamed tlus ‘

way, with the rest bemg written especxally for PHAZE

s

The snbprograms in PHAZE fall into several ‘cla§§es:

Class (1) | Subprograms that evaluate formnlas; for eacample, the function DV evaluates the
derivative ¥/ according to the formulas in Table 1 of EHF.

Class (2) Subprograms that use these calculations to produce the desired output; for example,

the subroutine CONFB calculates a conﬁdence mterval for B, and prmts rt if so

PER A Lo it . “r

instructed.
' Class (3) ‘Subprograms that calculate standard quantrtrw, for example, the’ functron ANORDF
calculates the fiorial cumulative distribution function at a specified pomt _
Class (4) Subprograms that decrpher 'mput and manipulate ﬁles, for example RDINT st'a'rts. '
' reading the current input liné at a specnﬁed location and finds the ne\ct mteger on the )
* i line; GETNAM asks the user for the name of a ﬁle. ‘and exther ﬁnds it or creates it,

(RN

as instructed.

¢

~ The verification and validation activities differed ‘sothewhat for ‘subprograms in “different classes, as
described below.



4.2 Verification

The mathematical formulas used are developed in EHF. In principle, they have long been
known; the only new developments are some of the exact algebraic forms taken for the various models.
These expressions were all either derived or confirmed using the symbolic computer program Mathema-

tica (Wolfram, 1988). The formulas are given in Table 1 of EHF.

Subprograms in Classes (1) and (2) were verified by comparing them, line by line, with the
formulas or the methods given in EHF. Subprograms in Class (3) were taken either from printed
sources or directly from Fortran programs on disk; those copied from printed sources were verified by
_line-by-line inspection of the code. The subprograms in Class (4) were originally written in 1932,
They perform tasks for which wrong behavior would be apparent. Because they have been used
frequently in various applications since 1982, evolving only slightly, they are believed to be correct.
Before they were included in PHAZE, they were briefly inspected but not carefully verified. The
verification activity for all the classes of subprograms took place from December 1989 through March
1990. A few typographical errors that had been missed during the above verification were uncovered

during the validation exercises described below, and during a separate static analysis of the code.

4.3 Validation

When considering the accuracy of the calculations, we must distinguish between quantities that
are found by numerical iteration and quantities that are calculated from formulas. Typically, the MLE
and confidence limits for 3 are found by numerical iteration. The accuracy required can be specified in
advance, with more accuracy requiring more computing time. In PHAZE, these confidence bounds are
required to have a relative error of at most 0.001, i.e., a slight error in the third significant digit. The
MLE 3 is required to have relative error 0.00001, for reasons given below. To pass the validation tests
described below, PHAZE must correctly iterate to find the MLE and confidence limits for 3 to tlie
required accuracy. In addition, the calculations that are simple evaluation of formulas must be

accurate enough so that the results of iterations are based on correct values.

Class (1)

The subprograms in Class (1). all involve only evaluation of formulas. To validate these
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subprograms, a data set was created wrth one lcomponent and one faxlure It was made thrs srmple SO,
that correct. results could be found wrth a hand calculator. For testrng calculatrons wrth the Weibull
model, two variations of the data set were used one in which the _component was obser\ ed from its
mstallatxon, the other in whrch the component was, observed startmg at a non-zero mmal .age; these
cases correspond to two drfl'erent sets of formulas m EHF All calculated results were correct to 5
srgmﬁcant drgrts, except that under the exponentral model when B was near -0, the derrvatrve of the

i
Sl

condltlonal log-hkehhood was accurate to fewer places. S _ N ’ v

Many of the expressions must be evaluated using asymptotic approximations for certain values
of B (B near 0 under the exponential or linear hazard model, or B near -1 under the Weibull hazard
model.) The subprograms therefore use the standard formula or the asymptotic approximation depend-
ing on whether 8 is greater than or less than some critical value. Many of the validation calculations
focused on B near these crrtrcal values, to make sure that t the calculated expressron vaned -continuously
as B moved from one srde of the crrtrcal valuejto theiother In one case (calculatmg the mformatron

for B under the lmear hazard model), rt was found that the second order asy mptotic approxrmatlon

was inadequate; the fourth order approximation was therefore put into the Fortran coding, and into
Table 1 of EBF.

Class (2)

- . . P St e T

Some of the subroutmes in Class (‘7) requrre more than one component for example. subrou-
tines that compare components to see if they have 2 common ﬁ For these, 2 second data set was used N

having two components and four farlures, and grven m Frgure 3 above. It was found that sometimes

.....

the covariance matrrx for (ﬁ, logz\o) was accurate only to two srgmﬁcant drgxts. Thrs was the case

when and long were strongly correlated and v\ihen the mt'ormatlon matnx (the inverse of the covari-
[EL U B
ance matrrx) was only accurate to four placos Two thlngs were done to mmgate this problem  First,

I :
the MLE ﬁ is how requlred to be found to approxlmately o-place accuracy (relatrve error 0 00001)
rather than 4-place accuracy Thrs means that the mformatron matnx rs now accurate to about five

I
srgmﬁcant drgrts. Second a warmng mossage is now prmted when the correlatlon of ﬁ and long is,

strong enough to greatly magnify the inaccuracy of the inverse matrrx

To validate the members of Class (3), the subprograms were individually called with various
' 31



inputs, and the outputs were compared to values in published statistical tables, or values produced by
the computer package Minitab (1985). The tests showed that several internal checks were needed to
catch illegal inputs; these checks were added to the coding. The answers produced were correct. to
within the accuracy printed by the tables or by Minitab, with one exception: The calculated signifi-
cance levels for the Kolmogorov-Smirnov (K-S} test may be off by more than % 0.01. This inaccuracy
seems unavoidable. For sample sizes in the range 20 to 35, published values only give the K-S statistic
to two decimal places, meaning that interpolated significance levels could be off by 0.01 or more. The
asymptotic formula for the significance level, when the sample size is in this range, also seems to have

only this degree of accuracy.

Class (4)

The subprograms in Class (4) were validated indirectly. It was verified that PHAZE correctly
read data files, wrote requested output files, and interpreted the user’s commands. Therefore the

subprograms in Class (4) seem to work correctly.

Other Validation Checks

A static analysis of the code was performed using the INEL software CRAFT. Two undefined
variables were identified—typographical errors that were corrected.. Three unused variables were
identified, but two were left in the coding to facilitate possible future program enhancement. As a final
check, the program was compiled with three compilers: IBM Professional Fortran/2 Version 1.01,
Lahey Fortran 77 Version 4.00, and Microsoft Fortran Version 4.1. To compile the program under
Microsoft Fortran, it was necessary to reduce the length of the main driver program, making subrou-
tines out of major sections. After this restructuring, the program was successfully compiled with all
three compilers. One useful option in the file-handling subroutines allows the user to append output to
an earlier file. This option works with Professional Fortran and Lahey Fortran. but not with Microsoft
Fortran. Therefore, two source-code versions of the file-handling subroutine GETNAM are kept, one

with the append-option and one without it.

The validation tests described above were carried out in March through May, 1990. The verifi-
cation and validation history of each subprogram is documented in comments at the beginning of the

subprogram’'s source code.



5. TECHNICAL DETAILS

5.1 Language and Portability

PHAZE is written in ANSI standard Fortran 77, with the following two e\cceptxons (1) Lower
case letters -are used freely in comments, and in Fortran' statements used for debuggmg (2) One
version of the subroutine GETNAM’ includés the line =~ ' ' ' '

‘OPEN (UNIT=IUN, FILE-FILNAM STATUS=?0LD?’ ACCESS—’APPEND’)
even though ACCESS=’APPEND’ is not ANSI standard. ° This line works with IBM Professional
Fortran/2 Versior 1.01 and with Lahey Fortran 77 Version 4.00, but not with Microsoft Fortran
Version 4.1. Therefore, two versions of the source code for that subroutine are kept, one with the non-

st_andard line and one without it. -+ . . .. -+

Several machine-dependent constants ‘are ‘initialized rn.: the subroutine ldbOCK DATA. The cur-
rently. set’values are’acceptable for the three'c'ompilers‘o'n"é;n IBM PC ot clone, but may need to be
reinitialized if PHAZE ‘is used on a dlfferent kind ‘of computer " The current values of the three fun-
damental constants are R S _ -

i TINY = 1.2E-38, set to be slightly larger than the minimum posmve real number, o
. SMALL = 2.4E-7, such that 1. + SMALL approxnmately equals 1. in smgle precxsnonl.” _-Y
- HUGE = 3.E38, a number almost as large as'the’ ‘maximum possxble number s

A few other constants, simple functions ‘of these three, are also initialized to the corresﬁonding values.

i1

No special hbrarres are requlred all the necwsary calculatlons are performed by ANSI F ortran
P :

B T

intrinsic functxons or by subprograms of PHAZE

. ey 1S MERY -
FORSER & 8-0v1 et

5.2 "Calculation Methods ~ ‘

R TR
P .

“This sectxon isa supplemeut to the explanatxons of the commands jn Sect.lon 3 3 The materlal -
here is orgamzed by “the commands, Just as Section 3. 3 is. Thls sectlon does not repeat ma.terlal ,
presented in Section 3.3 or in EHF, however, but only gwes addmonal techmcal detaxl where requnred

Most of the equatlons from EHF involve a notatlon that lS mterpreted for each model (exponenual ,
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linear, and Weibull) in Table 1 of EHF.

CCB

Part of the comparison of components for 3 is to determine the attained significance level cor-
responding to component j. The significance level is defined as the probability that a test rejects the
hypothesis Ho:ﬁj = B_J- in favor of the alternative HO:BJ- #* B_j. Two methods are used to test the hy-

pothesis and to approximate the significance level.

When the jth component has more than one nonreplacement failure, the hypothesis is tested
using the difference of the MLEs BJ- and ﬁ_j. The attained significance level is defined as twice the
smaller of the probabilities
P( BJ- - ﬁ_j > observed difference ) and P( [3_,- - B,j < observed difference ),
where B; and [._; are understood to be random and all the components are assumed to have a common
value of 3. The normal approximation is used for the distribution of both BJ- and B-j' The calculation
of ﬂj uses only the data from component j, while that for ﬁ_j uses all the data except from component
J- Each MLE is based on the conditional likelihood, and is found by solving Eq. (6) of EHF, while the
corresponding Fishe;' information I is found by evaluating Eq. (11) of EHF. The variance of each 3 is
the inverse of the Fisher information. Because the two MLEs are based on independent data sets, the
variance of their difference is the sum of their variances. Therefore, if all the components really have
the same 4,

(Bj=B.;) 1 IT}B) + YA M
is approximately normal(0,1). The approximate significance level can therefore be calcuiated. This

approximation method-is poorest if 3 j is based on only two failures or if 3_ ; is based on few failures.

When the jth component has only one nonreplacement f{ailure, the normal approximation is
clearly inadequate. The approximation used instead is to treat B_j as known. This is reasonable if :3_,
is based on many more failures than /.3j is, for.in this case B_j has much less variability than does ,..31.
The single failure time ¢ has a conditional density given below Eq. (5') of EHF. The test rejects Hy if ¢
is far from the value expected assuming that 8 ; equals the known 3. j+ Therefore the attained signifi-
cance level is twice the smaller of the probabilities
P( t > observed value ) and P( t < observed value ),
where t is understood to be random and governed by. B;= 3. 5 This approximation method is poorest
if 3. jis based on very few failures.
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Centering the data means that all times ate measured from a pomt 1 mid in the mxddle of the '

observatlon periods. To define 1.’} precxsely, let” r; be the trme range “for the Jth component. that is. _

mrd
the end time of the observation period minus ‘the startmg time of the observatxon penod Lets 3; be the:_d'
midpoint of the observation period for the jth component * Define the value tmrd = .,r 55 "/ E (Note.‘"_‘
_ when there is just one component,’ 104 reduces to the mrdpomt of the component s observatlon penod )"
The data are called centered if all times ate measuted from tm, & Farlures that occurred before im, 4 are
then counted as having occurred 'at negative’ tlmes, which is allowed.” Thxs centermg takes place wrthm‘
the calculations and is not seen by’ the user; txmes are still requested from ‘and reported to the user in

their original units.

Centering the data at some ?, changes the meaning of parameters, and can effect the allowed
values of those parameters. For example, suppose that a single component is observed from times s, to
sy, with 0 <55 <'s;, and ‘consider first the case when the data : are not centered. The lmear hazard
function is Ag(1+ B1), and ), is the value of A(O) The hazard functxon A(t) must be’ posmve for
89 < t < 8;; this means that f must satisfy ‘g >'1/’1' When instead the da.ta are centered at tc, the
linear hazard function, with ¢ written“in the orrgmal ‘units, is Ao[l +ﬂ(t— tc)] In tlns case. ’\0 is the
value of A(Z,). “If 1 is between’ 5o and " sl, -the requlrement that A(i) remain’ posmve for 30 <i<s)
translates to ~1/(s; —1,) < 8 <1/(1,—sy). This is the reason why Frgures and 8, based on the same; '

data set, are so different from each other.

cI

1
dne 2 [ ”

The procedure depends on the values of certaln swrtches, as shown in Table 2. Flrst consider a
confidence interval for § when the full-likelihood and bivariate-asymptotic-normality switches arelboth

off. As explained in Section 5.1 of EHF, define the standardized score SS by o

§§= L'(80) / [HBN/?, o
where L is the condmonal log-lnkehhood and I is_ the mformatlon for ﬁ based on the condmonal‘ -
hkelrhood 'S is approxxmately normal(O 1) for large samples Therefore an approxrmate conﬁdence _

interval for ¢} {s the set of all ﬂo such that -c< SS < c, where c is the appropnate number from a.

6.
normal table, For example, c= 1 645 yrelds an approxxmate 90% conﬁdence mterval

A o Ul

5
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A potential difficulty is that this may define a confidence set that is not an interval. This can
happen if SS is not monotone in ;. PHAZE finds a confidence interval by first acting as if S5 is
monotone. Beginning at § = 0, PHAZE searches through larger or smaller values until it finds a value
By p where SS=c. Similarly it finds 8y, where SS=-¢. This is reported as the confidence interval,
but first PHAZE does some checking of monotonicity. It goes out beyond the upper limit, a distance 5
times (By P—B) above 3, and similarly below the lower limit. Of course it never goes beyond any
theoretical bounds of #. In this range, PHAZE looks at evenly spaced values of 3, evaluates S5 there,
and decides if SS appears monotone. If not, PHAZE prints a warning, and offers to print the values of
SS so that the user can examine them. Non-monotonicity is common under th.e linear model when the
confidence intervals are infinite. Therefore the warning message has been suppressed with the linear
model; it becomes a nuisance to see. Under the Weibull model, non-monotonicity may occur near the
theoretical lower bound of # =-1. Non-monotonicity has not yet been observed with thg exponential

model.

For Ay, when the bivariate-asymptotic-normality switch is off, a confidence interval is found.
given the assumed value 3, introduced in Section 3.2. The confidence limits use exact formulas given
belo_w, not normal approximations. In EHF a quantity v is defined, depending on the model and on 3.
Let n be the number of failures for time censored data (all non-replacement failures), and let m be the
number of failures for failure censored data (including the replacement failures). The confidence limits

on A, for time censored data are then

Xzzn, o /2/ (29)

2
X 2(n +1),(1 -0/2)/(2v)

while for failure censored data the confidence limits are

x22m, 0/2/(?.0)

2
X 2m,(l—a/2)/(2v) )

The confidence limits for the two cases agree except for the degrees of freedom. In PHAZE, it is possi-
ble for some components to be time censored while others are failure censored. PHAZE uses twice the
total number of failures as the degrees of freedom for the lower limit. If there are any failure censored
components, PHAZE uses this same number as the degrees of freedom for the upper limit; if instead all

the data are time censored, PHAZE uses 2(n+ 1), where n is the number of failures. These as.sign-
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ments agree with the correct values if all the data have one kind of censoring, and appear to be conserv-

ative for the other cases.

For (B, logiy) when. the full-likelihood and biQariete-asympto'tic-neiinali.ty switches are both
on, a confidence ellipse is based on the bivariate asymptotic normality of the pair (8, log:\o) The as-
ymptotic covariance mamx is the mverse of the Fisher mformatlon matnx, whlch is estxmated by the '

sample mformatxon matnx glven by Equatlon (15) of EHF

TE

This test uses the approxxmate normahty of ‘the standardxzed score SS mtroduced abo»e for
the command CI. The null hypothesns is Ho ﬂ ﬁo, and the alt.ema.twe is H1 8> ﬁo The t.est re- -_
jects Hy at significance level a if the two-sided 100( 1 —20:)% ‘confidence mterval for B is entlrelv to the
right of B, or equivalently, if the one-sided 100(1-a)% confidence interval (8, o0) is.entirely to the

'

right of B,. See the discussion below Expression (12) of EHF, and the examples in Section 5.3 of EHF.

7 5.3: Some Details of the Coding

This section is for the benefit of anyone rwponsxble for mamtammg or modnfymg the source
code. Most of the notation follows that of EHF ‘For example the two—dnmensnonal array T stores the

failure times ¢, RO stores the observatlon ranga "01' and so forth A dlfference is that the txmes in T .

lJ’
for any component are measured from the begmmng of the component. s observatnon penod not from

the component’s installation. This has historical rather than rational reasons, and is a minor quirk
that is not worth the trouble of changing. The rest of this section mentions a few ways in which the

coding does not have the straightforwaré, obvious meaning. -

“'In writing PHAZE much of the codmg effort was concemed with preventmg num‘el;lcal e\er-.
flows or underflows. In typical examples with the exponential or linear hazard models, the vaiues' of
time are on the order of 10% hours or more, and 8 is on the order of 10" hours™! or less. Therefore, the
numbers are scaled internally, in order to keep the magnitudes nearer to 1.0. After a driver program
obtains a new data set by calling the subroutine GETDAT, the driver calls the subroutine PREP, to
prepare the data for analysis. PREP looks at the observation range, i.e., the length of the observation

period, for each component. It then defines TNORM as the maximum ‘of these ranges, and divides
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every time (failure time, observation beginning time, and observation end time) by TNORM. This is
effectively a chang'e in the units of time. These renormalized times are the basis of the values stored
internally and used for calculations. This means that for the exponential and linear hazard models we
have )

BETA = TNORM x 3,

where (3 is in the original units and BETA is in the units for internal calculations. The function of
TNORM is invisible to the user: all times and parameters are reported to the user in the original

units.

For the Weibull model, {; has the value of TNORM. The command SN can be used with the
Weibull model to reset TNORM to any user-specified value. It works by calling PREP, which sets
TNORM to the user-specified value and then divides all times (restored to their original input values)
by the new TNORM.

Under the Weibull model, when 3 is near -1 expressions must sometimes be evaluated using
asymptotic approximations in terms of (8 + 1), as given by Table 1 of EHF. To avoid round-off error
in these cases, the value of @ + 1 is stored internally, rather than the value of 3. That is, we have
BETA=p8+1,
where 3 is in the original units and BETA is the valug stored internally, when the Weibull model is in
effect. This change was added late in the development of PHAZE, which is why the variable is called

BETA; some subroutines use the less confusing name BARG (for “#-argument”).

No problem is caused by giving BETA different meanings depending on the model in effect,
because whenever a new model is selected, the default value By is reset to 0. That is, the internal
variable BETAO is set to 0.0 if the exponential or linear model is in effect, and to 1.0 if the Weibull"
model is in effect. Statistical inference then proceeds using the internal units. and all output is trans-

lated into the original units.
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APPENDIX
SAMPLE PHAZE SESSION

The following printout is the echo of a PHAZE session. The very first command cf the session
was v | |
ou exampl.out
This caused all the remaining lmu to be ‘written to‘the ‘disk output ﬁle EXA\IPL OUT whlch was
later captured electronically and mserted into thxs report JThe very ﬁrst lmes of the sessxon. before the.
command OU could be entered, appeared on the termmal screen’ but were ‘not echoed to a disk ﬁle
Those few lines were copied manually to the beginning of the file, so that the reader of thxs report can

see how the entire session. proceeded.

Anything that was entered by the user is printed here in bold fa.ce Thxs 'hig}‘xli-ghtfng is added .,:
in this report, to make it easier for the reader to distinguish between co’m{hands by ‘the-user and re-
sponses by the program. S o |

RPO Y

The spacing of the program output has sometimes been changed slightly for reproduction here.
This is because the output of PHAZE can be up to 80 characters ‘wide, while the word processcr being
used for this report allows fixed-spacing lines only of 76 characters Also, the output from the program -
was continuous, scrolling up the screen. In this appendlx, however, page-breaks ha.ve been inserted at

logical places rather than at mechanical places after a fixed number of lines.

fl
3 - .

ten
{



C:\FORTRAN>phaze

Program PHAZE, for Parametric HAZard Estimation

Version 1.00

Enter command when prompted by '->’

For help, enter H

-> ou exampl.out

=> BHHEEH R

-> # This is a sample PIAZE session, with comments sprinkled
-> # liberally through the session.

-> # We will follow the steps (1) through (10) of Section 1.3.
-> #§ First, howvever, we demonstrate the help commands

-> i###############

->

Help messages are given for groups of commands

Enter : For commands that
HD Control Data or files
HI Perform statistical Inference
HO Set or show (Options

- — — - ——— - - ——— —n e - -

To quit the program, enter (]

-> hd

Commands that control data or files are

Command Meaning

DD Describe Data (summary statistics)

GD x Get Data

0U x define disk file for 0Utput

PF toggle option to allow creation of Plot Files.
Default is OFF

SD See Data in concise display

# comment only (echoed to output file)

X is an (optional) DOS file name.
If none is given, you will be prompted.
->hi
In the commands below, x identifies the parameter(s) of interest.
Replace x by B for inference on beta

by L for inference on lambda0

by + for inference on both

or by H for inference on the hazard function

Commands that perform statistical inference are

Command Meaning
CC x Compare Components for x values
CIl x k find k7% Confidence Interval for x, where
for example k = 90, 95, or another value
HF t find Hazard Function at time t (MLE and 907 int.)
HF R t1 t2 find Hazard Function at times 'in Range tl1-t2
KS Kolmogorov-Smirnov test of model
ML x find Maximum Likelihood estimator for x
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] calculate info for Q-0 plot

SBy. . . Set Beta0 to y, assumed value for tests or {JQ plot or lambda
: . calculations. Default is 0; becomes MLE after ML command
TE y TEst whether beta = y.: If no:value is given for vy,

beta0 is used.
x retains 1ts most recent value. -

For example, following the command ML B,: the command CC is interpreted as’

CC B.
=>ho’ .oa
Commands that set options are
Command Meaning
AN ' Toggle option to treat MLE of (beta, log-lambdaO)
as Joxntly Asymptotically Normal. i
Default is asymptotic normality only for beta-hat
CD Toggle option to Center Data (with 11near hazard function
only). : R S L I e S . :
Default is no center1ng.
FL Toggle opt1on to use;Full Likelihood. .. .. :
Default is to use conditional likelihood for 1nference about
beta N
LE Toggle opt1on to assume LambdaOs Equal for all components..
Default is not to assume equality. NI
SM x Select Model x, where:>x is:E, - L,--or W.for ewponent1al U
linear, or Weibull hazard functlon. There is no default
SN x Set Norma11z1ng time to x, for Weibull model.
_ . If x is missing, :default time: is used
ST See current STatus of options.
-> #############
-> # Step 1

=> #hiHHHHH

-> gd movdemo.dat

Data found for 16 components. f4ijw_ﬁ, .
0 warnings
0 errors encountered in data

> # Th1s data set is shown.in- Fxgure luof the text

->dd - o
Nonrepl. Observed Mean Faxlure,3

. Component - Fails. Hrs. Time (Normed)
MOV-1A 1, . 8.8584E+04 :.0.378 .
MOV-1B 1 8.8584E+04. . ..0.086
MOV-1C 2 8.8584E+04 . . . 0.752 . |
MOV-1D 7,..,..8.8584E+04 .. 0.743
MOV-1E 0 " "2,1840E+04
MOV-1E(R) 3 6.6744E+04 0.498
MOV-1F . 3. . 4.3608E+04 . 0.568 -, .
MOV-1F(R) 1 4.4976E+04 0.487
MOV-2A 4 8.8584E+04. .. 0.619 . .. :,
NOV-2B 5 8.8584E+04 0.567

on Fail.?

- s ws -

ReﬁlacedAr

-Initial
Age

. 4.1448E+04 =
:4.1448E+04
. 1+4.1448E+04 -
74.1448E+04

4.1448E+04
0.0000E-01

... 4.1448E+04 -

© .0:0000E-01

:3.7T824E+04 -

3.7824E+04 -



MOV-2C . 1 4.9728E+04 0.756 Y 3.7824E-04
MOV-2C(R) 1 3.8836E+04 0.866 0.0000E-01
MOV-2D 6 8.8584E+04 0.464 3.7324E+04
MOV-2E 0 2.2608E+04 3.7824E-04
MOV-2E(R) 2 6.5976E+04 0.698 0.0000E-01
MOV-2F 7 8.8584E+04 0.593 3.7824E+04
-> sd

The data set contains the following 16 components

MOV-1A

Between component ages 4.1448E+04 and 1.3003E+05, there was 1 failure :
7.4916E+04

Mean (non-replacement) failure age = 7.4916E+04

MOV-1B .

Between component ages 4.1448E+04 and '1.3003E+05, there was 1 failure :
4.9044E+04

Mean (non-replacement) failure age = 4.9044E+04

MOV-1C

Between component ages +4.1448E+04 and 1.3003E+05, there were 2 failures:
9.1092E+04 1.2496E+05

Mean (non-replacement) failure age = 1.0802E+05

MOV-1D

Between component ages 4.1448E+04 and 1.3003E+05. there were 7 failures:
9.0804E+04 9.1740E+04 1.0127E+05 1.1133E+035 1.1536E+05
1.1543E+05 1.2496E+05

Mean (non-replacement) failure age = 1.0727E+05

MOV-1E
Between component ages
One more failure, at age

4.1448E+04 and 6.3288E+04, there were 0 failures
6.3288E+04, resulted in component’s replacement

MOV-1E(R)
Between component ages 0.0000E-01 and 6.6744E+04, there were 3 failures:
1.1460E+04 2.6820E+04 6.1356E+04

Mean (non-replacement) failure age = 3.3212E+04

MOV-1F

Between component ages 4.1448E+04 and 8.3056E+04, there were
4.8300E+04 7.2876E+04 7.7436E+04

Mean (non-replacement) failure age = 6.6204E+04

One more failure, at age 8.5056E+04, resulted in component’s replacement

3 failures:

MOV-1F(R)

Between component ages
2.1924E+04

Mean (non-replacement) failure age =

0.0000E-01 and 4.4976E+04, there was 1 failure :
2.1924E+04

MOV-2A
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Between component ages 3.7824E+04 and 1.2641E+05, there were 4 failures:
4.7844E+04 1.0655E+05 1.0660E+05 1. 0905E+Oo

Mean (non-replacement) failure age = 9. 2634E+04

MOV-2B :

Between component ages 3.7824E+04 and 1.2641E+05, there were 5 failures:
6.4188E+04 6.5868E+04 8.4444E+04 1.0640E+05 1.1917E+05 -

Mean (non-replacement) failure age = 8.8015E+04° A

_\.' ;"

MOV-2C ST e

Between component ages .3.7824E+04 and 8. 7552E+04 there was lffallure :
7.5420E+04 L S S

Mean (non-replacement) failure age = 7. 5420E+04\ Aunh ;

One more failure, at age 8.7552E+04, resulted in: component’s replacement

MOV-2C(R) RIS ot

Between component ages 0.0000E-01 and 3.8856E+04, :there was 1 failure :
3.3636E+04 e B

Mean (non-replacement) failure age = 3.3636E+04 /- ..°

MOvV-2D L .
Between component ages 3.7824E+04 and 1.2641E+05,: there were 6 failures:
4.3260E+04 6.1668E+04 6.2148E+04 8.4444E+04 1.0640E+05 -

1.1576E+05 v
Mean (non-replacement) failure age = 7.8948E+04 .. -

MOV-2E AeE ‘ :
Between component ages 3.7824E+04 and 6.0432E+04;‘xhere wvere 0 failures

MOV-2E(R) G RO
Between component ages 0.0000E-01 and 6. 5976E+04 there were 2 failures:
. 4.5972E+04 4.6068E+04 - I
Mean (non-replacement) failure age = 4.6020E+04

MOV-2F LT I
Between component .ages 3.7824E+04 and 1.2641E+05, there were 7.:failures:
6.1572E+04 8.4444E+04 8.7492E+04 9. 0300E+04 9.5988E+04 -

1.0640E+05 1.0655E+05 el e

Mean (non- replacement) failure age = 9. 0393E+04 R !

-> # Often, DD is enough, with no need for the long output of SD -

=> HHEHE ; b

-> # Step 2, Construction of a cumulative fallure plot , R

-> #############

-> a4 Goeiuil -

Enter model type - Exponential failure rate T RESURSTITIN
Linear failure rate oL a :
Weibull failure rate LR S

-> e i
Now re-ernter command ; RPN
-> # I forgot to enter the model, so PHAZE prompted me,- S

-> # Now we do the cumulative failure plot
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-> qq -
QQ information when beta = 0.000E-01

based on conditional distribution of non-replacement failures

Calculated t Observed t
7.93E+03 1.15E+04
1.59E+04 2.19E+04
2.38E+04 2.68E+04
3.17E+04 3.36E+04
3.84E+04 4.33E+04
4.11E+04 4.60E+04
4.29E+04 4.61E+04
4.47E+04 4.78E+04
4.65E+04 4.83E+04
4,83E+04 4.90E+04
5.01E+04 6.14E+04
5.19E+04 6.16E+04
5.38E+04 6.17E+04
5.56E+04 6.21E+04
5.74E+04 6.42E+04
5.92E+04 6.59E+04
6.10E+04 7.20E+04
6.29E+04 7.49E+04
6.47E+04 7.54E+04
6.66E+04 7.74E+04
6.87TE+04 8.44E+04
7.08E+04 8.44E+04
7.29E+04 8.44E+04
7.51E+04 8.75E+04
7.72E+04 9.03E+04
7.93E+04 9.08E+04
8.14E+04 9.11E+04
8.35E+04 9.17E+04
8.58E+04 9.60E+04
8.82E+04 1.01E+05
9.08E+04 1.06E+05
9.35E+04 1.06E+05
9.61E+04 1.06E+05
9.87E+04 1.07E+05
1.01E+05 1.07E+05
1.04E+05 1.07E+05
1.07E+05 1.10E+05
1.09E+05 1.11E+05
1.12E+05 1.15E+05
1.14E+05 1.15E+05
1.17E+05 1.16E+05
1.20E+05 1.19E+05
1.22E+05 1.25E+05
1.25E+05 1.25E+05
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Q0 information when beta = 0 and all lambda0 values assumed equal
based on observation times rather than component" ages
This is relevant if the number of: components wvas the same at a11 tlmes

- 8.35E+04:

Calculated t Observed t
1.85E+03 5.44E+03 :
3.69E+03 6.85E+03 -
5.54E+03 7.60E+03
7.38E+03 1.00E+04
9.23E+03 - 2.18E+04
1.11E+04 2.37E+04
1.29E+04 2.38E+04 . -:- - bk
1.48E+04 2.43E4+047 - o M
1.66E+04 - 2.64E+04. - B PRSI
1.85E+04 2.80E+04 * .
2.03E+04 3.14E+04 L
2.21E+04 3.33E404 ;. ... .7 o -
2.40E+04 - 3.35E+04. - . !
2.58E+04 3.60E+04 . =t :
2.77E+04 - 3.76E+04"
2.95E+04 v 4.36E+04 .
3.14E+04 4.66E+04 : .
3.32E+04., . 4,66E+04 ! i
3.51E+04 - - 4.66E+04
3.69E+04 4 ,.87E+04
3.88E+04 4.94E+04 - °~ .
4.06E+04 - 4.96E+04 ... - . T
4.24E+04 4.97E+04 - -
4.43E+04 4.97E+04
4.61E+04 5.03E+04
4.80E+04 5.25E+04
4.98E+04 5.82E+04 R
5.17TE+04 5.98E+04 v
5.35E+04 6.55E+04 - @
5.54E+04 6.86E+04 /- .
5.72E+04 6.86E+04
5.91E+04 6.86E+04 .
6.09E+04 6.86E+04 . ....-"
6.27E+04 6.87E+04 . .1 . .
6.46E+04 6.87E+04 -
6.64E+04 6.87E+04 .
6.83E+04 .. .6.88E+04. 1.
7.01E+04 . 6.99E+04 [
7.20E+04 7.17E+04 .
7.38E+04 7.39E+04
7.57TE+04 7.40E+04 ...
7.75E+04 7.79E+04
7.94E+04 8.13E+04
8.12E+04 8.32E+04 -
8.30E+04 | 7. : . 8.34E+04 - !.i. . i
8.49E+04 8.35E+04
8.67TE+04



-> # The second set of output is what is needed for a cumulative failure
-> # plot. It is only generated when beta = 0.

-> # If the PF switch had been on, PHAZE would have offered to write

> # the output to a disk file, for us to use with a graphics package.
-> BHERHRH SRR

-> # Step 3, compare components for common beta

=> BRI

-> ccb

95.0% conf. intervals with MLEs for beta, by component and MLE without
comp.
MOV-1A (-1.10E-04,-1.72E-05, 6.48E-03) 1.42E-05
MOV-1B (-4.85E-04,-1.32E-04, 2.53E-053) 1.54E-05
MOV-1C (-1.77E-05, 4.09E-05, 1.08E-04) 1.21E-05
MOV-1D ( 4.06E-06, 3.90E-05, 7.52E-05) 38.37E-06
MOV-1E not estimable ) -
MOV-1E(R) (-5.41E-05,-4.31E-07, 5.32E-05) 1.41E-05
MOV-1F (-6.39E-05, 1.88E-05, 1.03E-04) 1.33E-05
MOV-1F(R) (-1.67E-04,-3.35E-06, 1.59E-04) 1.35E-05
MOV-2A (-2.04E-05, 1.67E-05, 5.46E-05) 1.30E-05
MOV-2B (-2.35E-05, 9.12E-06, 4.20E-05) 1.40E-05
MOV-2C (-8.71E-05, 7.48E-05, 3.04E-04) 1.29E-05
MOV-2C(R) (-7.88E-05, 1.91E-04, 6.82E-04) 1.28E-05
MOV-2D (-3.47E-05,-4.86E-06, 2.49E-035) 1.71E-05
MOV-2E not estimable
MOV-2E(R) (-3.18E-05, 3.99E-05, 1.19E-04) 1.26E-05
MOV-2F (-1.53E-05, 1.29E-05, 4.16E-05) 1.33E-05
OVERALL ( 5.32E-07, 1.34E-05, 2.62E-05)
Comparison of beta values for components
Component Signif 95.0% Confidence Interval
MOV-1A 0.48 (=---xI-)
MOV-1B 0.09 (=-==—mmcmmcmao Ammmmm I)
MOV-1C 0.44 (I*--)
MOV-1D 0.14 Ix-)
MOV-1E
MOV-1E(R) 0.64 (-=I-)
MOV-1F 0.91 (m==%=-==)
MOV-1F(R) 0.82 (==---- L3 CEEEE
MQV-24A 0.87 (==)
Mov-2B 0.80 (-=)
ngv-2C 0.61 (~===lmmemomceee o )
MOV-2C(R) 0.33 (---T------- R e T )
MOV-2D 0.21 (=1)
MOV-2E
MOV-2E(R) 0.54 (-Ix---)
MOV-2F 0.97 (=)
OVERALL (=)

Overall significance level for testing equality of betas = 1.00

Signif for jth component means estimated probability that
beta-hat(j) - beta-hat(others) is at least as extreme as observed
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Overall significance level is P[at least one s1gn1f(3) <= observed min].
and is computed with Bonferroni inequality
-> # Overall significance is 1.00 -~ no evidence of dxfferent beta’s
=> HEEHHHHH :
-> # Step 4, test for increasing failure rate
=> HHEHH R
-> te 0 :
For testing beta = 0.000E-01, test statistic = 2. 04 iy : '
Approx. sxgn1f1cance level, for testing against beta > .0.000E- 01, is 0. 0°1
Significance level is based on normal approximation - R
and distribution conditional on observed counts . - :: e
-> # Small significance, i.e. strong evidence of 1ncreas1ng fa11ure rate
-> # Comstruct confidence interval to supplement the test :
-> mlb DT
Maximum Likelihood Estimate beta-hat is 1.336E-05‘;‘
->¢ci b 90 T
90.0% confidence interval for beta is -

( 2.56E-06, 2.42E-05)
This is based on the normal approximation, = - ‘
and the likelihood conditional on the number of nonreplacement fa11ures
=> HHEHR R :
-> # Step 5, check goodness of fit of model to data . it
-> ﬁ################# ' T N
-> ks : .. [ s <
For testing model with beta = 1.336E-05 ' o '
Kolmogorov-Smirnov test statistic is 0.090 . o
Value of test statistic is attained at observation 3 -
Significance level equals 0.869, based on 44 observed faxlures L
-> # For the following Q-4 plot info, I will turn on, the plot-file sw1tch.
-> # The resultxng disk file is identical to the one used to produce -,

-> # F1gure 9 in the text, using a commercial graph;qs package.
-> pf SR

Option to allow creation of plot files turned UN

-> qq

Plot information can be written to a file
Do you want a separate file for this?

->y S, . Do
Please enter DOS filename ' o

-> qqdemo.out 2w
Please enter identifier to copy to qqdemo.out B

-> §-Q plot 1nfo, exponent1a1 model data from movdemo dat ‘

QQ information when beta = 1.336E- 05 T o
based on conditional distribution of non-replacement faxlures ’

TN e O I TR T

Calculated t Observed t - -~ 77" : Lo }";ﬁf;;'b‘

1.10E+04 Y isEs0a T
2.06E+04 2.19E+04 I
2.91E+04 2.68E+04
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“B67TE+04
.10E+04
.37E+04
.62E+04
.88E+04
.13E+04
.37E+04
.61E+04
.84E+04
.06E+04
27E+04
.49E+04
.70E+04
.95E+04
.20E+04
.45E+04
.68E+04
.90E+04
.13E+04
.33E+04
.33E+04
.80E+04
.03E+04
.31E+04
.53E+04
.T8E+04
.00E+05
.02E+05
.04E+05
.06E+05
.08E+05
.10E+05
.12E+05
.14E+05
.16E+05
.18E+05
.19E+05
.21E+05
.23E+05
.25E+05
.26E+05
-> ## The identifier 1is
-> # Now, because this

Pt b b b ek e b e = = R OO OOWOWWRSNSNISITOOOOO GO R RW
e e e e e e e H = OO0 ODDD DD B b b e e W

-> # plot-file option

-> pf

.36E+04
.33E+04
.60E+04
.61E+04
.7T8E+04
.83E+04
.90E+04
.14E+04
.16E+04
.17E+04
.21E+04
.42E+04
.59E+04
.29E+04
.49E+04
.54E+04
.7T4E+04
.44E+04
.44E+04
.44E+04
.73E+04
.03E+04
.08E+04
.11E+04
.17E+04
.60E+04
.01E+05
.06E+05
.06E+05
.06E+05
.07TE+05
.07E+05
.0TE+05
.10E+05
.11E+05
.15E+05
.15E+05
.16E+05
.19E+05
.25E+05
.25E+05

written as the first line of qqdemo.out
is only a demonstration, we turn off the

Option to allow creation of plot-files turned OFF

-> RERRRRH R

-> §f Step 6, compare the components for a common lambdaQ

-> HAAARBRRRRRRR SR
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-> ccl .o
95.0%- conf. intervals with MLEs for lambda0, by component and MLE without -

comp.
assuming beta = 1.34E-05 - Lo - :

MOV-1A ( 8.58E-08, 3.39E-06, 1.89E-05) 1.74E-05 ..
MOV-1B ( 8.58E-08, 3.39E-06, .1.89E-05) 1,74E-05 . -
MOV-1C -( 8.20E-07, 6.78E-06, 2.45E-05) . 1.70E-05. .
MOV-1D ( 9.54E-06, 2.37E-05, 4.89E-05) = . . 1.581E-05. .
MOV-1E ( 5.74E-07, 2.27E-05, 8.36E-05) 1.59E-05 . . -
MOV-1E(R) ( 5.75E-06, 2.78E-05, .8.14E-05) .1.55E-05
MOV-1F ( 1.06E- -05, 3.88E- -05, 8.51E- -05) - 1.52E-05
MOV-1F(R) = '( 4.11E-07, 1.62E- 05,;9}03E -05) .1.60E-05 .. .
MOV-2A ( 3.88E-06, 1.42E-05, 3.64E-05) 1.62E-05 . : .
MOV-2B- ( 5.78E-06, 1.78E-05, 4.15E-05) 1.58E-05 -
MOV-2C ( 2.07E-06, 1.71E-05, 4.76E-05) . ; ~1.59E-05 ..
MOV-2C(R) ( 4.97E-07, 1.96E-05, 1.09E-04) 1.59E-05
MOV-2D ( 7.83E-06, 2.13E-05, 4.64E-05) . . . .- 1.54E-05 - .
MOV-2E ( 0.00 , 0,00  °, 8.43E-05) .. 1.62E-05 -
MOV-2E(R) ( 2.29E-06, 1.89E-05, 6.82E-05) 1.59E-05
MOV-2F ( 1.00E-05, 2.49E-05, 5.13E-05) . :,1.50E-05
OVERALL ( 1.17E-05, 1.60E-05, 2.13E-05) - v
Comparison of lambda0 values for components, assuming beta = 1.34E-05 ..
Component Signif 95.0% Conf1dence Interval.
MOV-1A 0.09 (-%------ I
MOV-1B 0.09 (-%---=u- I ‘
MOV-1C 0.23 (~=%=-=-1---) ; :
MOV-1D 0.32  (~I---tkemmeooeaaoo ). _
MDV-1E 1.00 (------- e mmmemmememe—e—een)
MOV-1E(R) 0.42 (-==-Temeue Memmmmmdmmmemmmeeeece—eeenn)
MOV-1F 0.15 [ R R e o) AR
MOV-1F(R) 1.00 (----c=ckommmcmcc e ee R e I
MOV-2A 1.00 (--—-%Teomeeeee ) e
MOV-2B 0.80 R e e ) w e
MOV-2C 0.90 (------ L ) . ‘ B
MOV-2C(R) 1.00 (-==---- T ekm e e e e e e e e lee e a2
MOV-2D 0.45 (TS P ) D L
MOV-2E 0.65 *-—------ T e et ) -
MOV-2E(R) 1.00 (------ Ikmmm el
MOV-2F 0.21 [ e il ) fe
OVERALL C(-%==)

Overall significance level for testing equality of lambdals = 1.00

Signif for jth component means est1mated probabxlxty that o :
lambdaO-hat(j) - lambda0- hat(others) 1s at. least as _extreme as observed K
Overall significance level is P[at least one 51gn1f(3) <-’observed mln],,‘~
and is computed with- Bonferron1 1nequa11ty . ; . ’
-> # No evidence of different valués of ‘lambda0’

-> # Before I do the next step, I check what opt1ons are in effect,
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-> st

Model type:

_>#

Exponential failure rate

Components are not assumed to have a common value of lambdaO.
Conditional likelihood is used for inference about beta.

Inference for lambda0® and beta does not use joint asymptotic normality.
The data are from the file movdemo.dat

The session is being echoed to file exampl.out

=> B
-> # Step 7, Generate 2-dimensional confidence region.

-> # If PF switch were on, the resulting disk file could be used to

-> RS

-> ci + 90

generate one of the regions plotted in Figure 5 of the text.

Setting switch to assume lambdaOs equal for all components

Joint 90.0% confidence region for (lambda0,beta)
with lambdaO plotted on log scale

beta

.62E-05
.49E-05
.36E-05
.24E-05
.11E-05
.98E-05
.85E-05
.T2E-05
.59E-05
.47E-05
.34E-05
.21E-05
.08E-05
.32E-06
.24E-06
.95E-06
.6TE-06
.38E-06
.10E-06
.82E-06
.32E-07

DN WhR OO0 O s e DN

-> # Note, the above

-> #

TN TN TN TN STN NN SN STN TN SN SN SN SN NN SUN TN SN NN
WIWIMW W P = == 2 2 Q00100 Ot e W

lambda0
.78E-06,
.26E-06,
.7T9E-06,
.38E-06,
.04E-06,
.78E-06,
.59E-06,
.48E-06,
.46E-06,
.05E-05,
.17E-05,
.30E-05,
.43E-05,
.60E-05,
.77E-05,
96E-05,
.16E-05,
.37E-05,
.61E-03,
.86E-05,
.13E-05,

UL QU e W W WD R - = = == OO

.84E-06)
.TOE-06)
.67E-06)
.75E-06)
.09E-05)
.23E-05)
.37E-05)
.53E-05)
.7T1E-05)
.91E-05)
.12E-05)
.36E-05),
.62E-05)
.90E-05)
.21E-05)
.54E-05)
.90E-05)
.29E-05)
.T2E-05)
.17E-05)
.67TE-05)

Pt O

o e 240 4 e K A e K K
» *
* ¢
* =
* *
* E
* *
- *
* *
* *
* M x
* *
* *
- -
* -
x *
* -
- x
* »n
» E 4
LR A & & & 5 5
lambda0

command caused PHAZE to turn on the
lambdas~equal switch.

-> # Note also, a 90% conf. interval for lambda0 is

-> #

(3.78E-06, 5.67E-05)

-> # By contrast, the CI command gives a confidence interval, assuming

_>#

that the value of beta is the MLE beta-hat, as follows
->cil 90

90.0% confidence interval for lambdaQ, assuming beta=1.336E-05, is

( 1.24E-05, 2.04E-05)
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-> # This interval is much shorter than the range of lambda0 in the
-> # .2-dimensional region, because it assumes a value of beta.
o> BREBEBBREAE BRI G e
-> # From now on, we use bivariate asymptotic normal1ty of
-> # (beta-hat, log lambda-hat)
-> ################### : .
-> an .- e [
Using asymptotic normality of MLE of (beta, log-lambdaO) Lo
Setting switch to do joint inference with full likelihood, . e
-> # Note, turning on the AN switch also turned on. the FL sw1tch : 2
-> st B} R S T RS SURE L A SO R
Model type: Exp0nent1a1 failure rate R Lol BTN
Components assumed ‘to_have a common.value of lambdaO T A T S AN
Full likelihood is used for inference about beta and- 1ambda0(s)
Inference for lambda0 and beta uses joint asymptot1c norma11tv, R
of MLEs of beta and log lambda0. T T
The data are from the file movdemo.dat ST T
The session is being echoed to file exampl.out (.- -.¢ .-
=> . L N
-> # Step 8, Find MLE TGRS
=> HHEERB R -
-> ml + ..
Maximum Likelihood Estimate beta-hat is 1.071E-05 .
Maximum Likelihood Estimate lambda0-hat is 1.984E-05.’.‘ S
assuming that beta = 1.071E-05 oo T . T
Estimated Fisher information matrix of (beta, log—lambdaO)
3.469E+11  3.765E+06
3.765E+06 47.0 .,
Estimated covariance matrix of MLE of (beta, log-lambdaO)
2.208E-11 -1.769E-06 = ... = .. .

-1.769E-06 0.163 , ) N et e
=> $HHHHHH R ' T : :
-> # Step 9, Investigate adequacy of blvarJate normal approxxmat1on'

-> # If the PF switch vere on for the next command, the resulting .

-> # disk file could be used to generate the ellipse in Figure § . -~ ¢

-> # of the text. ) -
-> BEREBEREREBMBRBEEE ..o o lcia ae

-> ci + 90 4 T SRR SRR R AVENE SR Y ¢



Joint 90.07% confidence region for (lambdaQ.beta)
with lambda0 plotted on log scale

beta lambdaO

2.08E-05 (8.83E-06, 8.85E-06) =
1.98E-05 (8.37E-06, 1.10E-03) * *
1.88E-05 (8.62E-06, 1.25E-05) * *
1.78E-05 (9.01E-06, 1.41E-05 * *
1.68E-05 (9.51E-06, 1.57E-05) * *
1.58E-05 (1.01E-05, 1.74E-05) * *
1.47E-05 (1.08E-05, 1.91E-03) = *
1.37E-05 (1.16E-05, 2.10E-03) * *
1.27E-05 (1.24E-05, 2.29E-05) b * =
1.17E-053 (1.34E-05., 2.30E-03) e * *
1.07E-05 (1.43E-03, 2.71E-03) ¢t * | -
9.70E-06 (1.58E-05, 2.94E-03) a * *
8.69E-06 (1.72E-05, 3.17E-03) -
7.68E-06 (1.88E-05, 3.41E-03) -
6.68E-06 (2.06E-05, 3.63E-03) -
5.67E-06 (2.27E-05, 3.90E-05) *
4.66E-06 (2.51E-05, 4.14E-05) *
3.63E-06 (2.79E-05, 4.37E-05) *
2.64E-06 (3.14E-05, 4.37E-05)
1.63E-06 (3.58E-03, 4.7T1E-05)
6.24E-07 (4.43E-05, 4.45E-03)

lambdaO

-> # Figure 5 shows that the two regions overlay well.

-> # Therefore, we proceed with the hazard function estimation
-=> # assuming normality of the MLE

-> HEHRE R

-> # Step 10

-> HHRRRER A

-> hf

Enter time (in hours after installation) at which hazard function
should be evaluated, or 'R’ and two times for range

->r

Enter two times (in hours after installation) defining range
over which hazard function should be evaluated

Default is the data window 0.0000E-01 to 1.3003E+05

Enter two times or RETURN for default

->

Time range is from 0.0000E-01 to 1.3003E+05 hours
How many increments should this be divided into?
Default is 20 increments of 63502. hours each
Enter number of increments, or RETURN for default

-> 4
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MLE and approximate 90.07% conf. int. for hazard function

Time Haz-lo Haz-MLE Haz-up Mean E.F.:
0.0000E-01 ( 1.02E-05, 1.98E-05, 3.86E-03) :2.13E-03 1.94
3.2508E+04 ( 1.81E-05, 2.81E-05, 4.36E-05) 2.91E-05 1.55
6.5016E+04 . ( 3.05E-05, 3.98E-05, .5.20E-05) 4.03E-05 .1.31
9.7524E+04 ( 4.28E-05, 5.64E-05, 7.43E-05). . 5.72E-05 . 1.32
1.3003E+05 ('5.07E-05, 7.99E- 05, 1.26E-04) .. 8.30E-05 . 1.58

-> # For a real plot, I would have turned. on the PF sw1tch
-> # and I would have used more increments.- -
-> # By contrast, here is the hazard functlon if. the AN sw1tch 13 off._.
-> # Ve reset the opt1ons by the .LE command .
-> le "’ - . .
Components not assumed to have common value for lambdaO ey
Setting switch to use conditional likelihood for inference for beta
Setting switch to not use asymptot1c norma11ty
-> hfr : :
Enter two times (in hours after 1nsta11atxon) deflnlng range

over which hazard function should be evaluated
Default is the data window 0.0000E- 01 to 1.3003E+05
Enter two times or RETURN for default ‘

s 4

",.‘.- L

-> .

Settlng switch to assume lambdaOS equal for all components

Time range is from "0.0000E-01 to .1.3003E+05 hours e

How many 1ncrements ‘should th1s be «divided 1nto7 e
Default is 20 increments of 6502 "' hours each .. .. Lo
Enter number of 1ncrements, or RETURN for default '

-> 4 . :

MLE and conservative 90.0% conf. int. for hazard functxon ' "
Time Haz-1lo’ " Haz-MLE . Haz-up

0.0000E-01 ( 3.78E-06, 1. 60E -05, 5 67E-05) .

3.2508E+04 ( 8.86E-06, 2 47E-05, 5. 76E 05) 

6.5016E+04 ( 2.08E-05, 3.81E-05, 5.86E- -05). .

9.7524E+04 ( 3.30E-05, 5.89E-05, 8. 81E -05)

1.3003E+05 - ( 38.35E-05, 9. 09E-05, 2. 07E 04) : .
-> # Each interval is conservative; based on the largest and smallestv
-> # values attained by the hazard function in the non-elliptical -

-> # 2-dimensional confidence region produced above.

=> HHHHH . .

-> # Now ve .demonstrate a few. other, commands = . ... .

=> BERERRRRBHRRAY SR ,3”u1ﬁi‘: o S
->"sm 1 T . SRR

-> cd B et
Failure times centered at = 69404.5 hours .

T
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-> st

Model type: Linear failure rate

Components assumed to have a common value of lambdag.

Conditional likelihood is used for inference about beta.

Inference for lambda0 and beta does not use joint asymptotic normality.
The failure times are centered at 69404.3

The data are from the file movdemo.dat

The session is being echoed to file exampl.out

-> # The options remain as before we changed models, but the parameter
-> # estimates are no longer in effect, until we re-estimate.

-> # This can be demonstrated by the KS command, for example.

-> ks

For testing model with beta = ' 0.000E-01

_ Kolmogorov-Smirnov test statistic is 0.178

Value of test statistic is attained at observation 21

Significance level equals 0.125, based on 44 observed failures

For testing model with beta = 0 and all lambdas equal,

based on observed failure times rather than component ages
Kolmogorov-Smirnov test statistic is 0.186

Value of test statistic is attained at observation 17

This test is relevant if the number of components was the same at all times
Significance level equals 0.078, based on 47 observed failures

-> # See, PHAZE now considers beta to equal zero, not the value

-> # calculated as the MLE under the exponential model.

-> sm w

-> st

Model type: VWeibull failure rate

Components assumed to have a common value of lambda0.

Conditional likelihood is used for inference about beta.

Inference for lambda0 and beta does not use joint asymptotic normality.
Lambda0 is the value of the failure rate at time 88584.0

The data are from the file movdemo.dat

The session is being echoed to file exampl.out

-> # Ve can reset the normalizing time to the t-mid calculated for

-> # the linear model:

-> sn 69404.5

-> st

Model type: Weibull failure rate

Components assumed to have a common value of lambdaQ.

Conditional likelihood is used for inference about’ beta.

Inference for lambda0 and beta does not use joint asymptotic normality.
LambdaQ is the value of the failure rate at time 69404.5

The data are from the file movdemo.dat

The session is being echoed to file exampl.out

-> ¥ Enough. Let’s quit.

-> q
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